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\ ABSTRACT

A comprehensive methodology for the design of municipal
water distribution systems that explicitly incorporates reliability
and performance into the system design is developed. The complex
design problem is decomposed within the context of a three-level
hierarchically integrated system of models. The first and second
level models combine to select the links in the distribution system
layout. The third level model accomplishes the detailed system
design for the layout from the upper level models. Two alternative
first level models, a shortest path tree and a nonlinear programming
model, are developed to select the minimum cost tree layout. Two
second level, complementary 0-1 integer programming models are
developed to select the loop-forming links for the minimum cost
tree layout. The third level nonlinear programming model optimizes
the detailed distribution system design (1ink diameters, pump capa-
cities, elevated storage heights, and valve resistance) of the
resulting network layout with respect to distribution system per-

formance under expected emergency loading conditions (fire demand,
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broken links, pump outage). This detailed design is performed

subject to satisfying steady state conditions, minimum performance
levels under normal loading conditions, and maximum budget level.

The methodology is applied to the design of a real life water

distribution system.
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CHAPTER 1

LITERATURE REVIEW

1.1 Introduction to Water Distribution Systems

1.1.1 Major System Components

A water distribution system generally consists of a set of
sources, pipes, pumps, and valves that supply water to a set of
demand points. In network terms the source and demand points may
be represented by nodes and the pipes may be represented by links or
arcs connecting the nodes. Source nodes bring flow into the network
while demand nodes withdraw flow from the network. A special type
of source, the balancing storage reservoir, has a dual function of
filling up with water during periods of low demand (night) and
releasing water during periods of high demand (late afternoon/early

evening).

1.1.2 Conservation of Energy

Flowing water contains both kinetic and potential energy.

It possesses kinetic energy due to its motion. It contains two

1

%m ﬁﬂiiiﬂéﬂ%bnaw .“....,_




VG n o ———

forms of potential energy, one by virtue of its elevation and the
other by virtue of its pressure. The energy per unit weight (E/g’)

of a fluid is the sum of these three energy components:

2
E P v
- = EL + — + — 1-1
g Y 29’ (1-1)
due due
energy/unit weight = to + to + Kinetic

elevation pressure

where EL is the vertical distance above some datum plane, P is
the fluid pressure, vy the specific weight of the fluid, g’ the
acceleration of gravity, and V the velocity of the liquid [1].
Since the units of energy are force times length and gravity is a
force, the dimension of equation (1-1) is length (more correctly
energy per pound). Each of the terms is designated as a "head,"
i.e., EL , is the elevation head, P/y 1is the pressure head and
V2/2g' is the velocity head. The sum of EL + P/y is denoted as the
piezometric or hydraulic head and the sum EL + P/y + VZ/Zg' is the

total or stagnation head.

Whenever fluid flow passes a fixed wall or boundary, fluid

friction exists. Thus, between any two distinct points in a pipeline

ey

there is a frictional head loss AHF due to pipe resistance and valve

F—




resistance. The calculation of frictional head loss will be dis-
cussed in section 1.1.3.

A pump is associated with a link and adds pressure head to
each unit weight of fluid passing through the pump. The pressure
head or head 1ift added by a pump will be denoted by XP.

Figure 1-1 depicts water flowing from point 1 to point 2 in
a link with a pump adding head in between the two paints. Ber-
noulli's equation for incompressible fluid flow accounts for the

change in energy level that occurs between the two points:

P v 2 P v 2

EL1+_]+?;—’+XP=EL T (1-2)

Y 2 vy 29

In pipeline design problems the velocity head is usually negligible

compared to the other head components simplifying equation (1-2) to

P] PZ
EL,l +7+XP = EL2+T+AHF (1-3)

1.1.3 Frictional Head Loss Equations

There are several equations which may be used to evaluate a
link's frictional head loss, i.e., the conversion of energy per unit
weight into a nonrecoverable form of energy. These equations are

categorized as either empirical or rational equations. The empirical

.
e
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frictional head loss equation for a link has the general form

n

D

where Q 1is the link flow rate, D its diameter, L its length, K
constant which is determined by the roughness of the pipe and the
particular units of measurement, and n and m are positive con-

stants. The most widely used empirical equation is the Hazen-

Williams equation [2]

10.471 @ 8%2 |
AHF 1.852 4.87 (1-5)
(uw) ' -8%2 p%-

where HW is the Hazen-Williams roughness coefficient, flow Q is
given in gallons per minute (GPM), link length L 1is given in feet,
and link diameter D is given in inches. Empirical equations were
specifically derived for waterworks practice and do not take into
account variations in gravity, temperature, or type of liquid.

In contrast the newer rational equations were developed
analytically and verified by extensive, systematic laboratory test-
ing. Unlike the empirical equations any consistent units of meas-
urement and Tiquids of different viscosities and temperatures may

be used. The Darcy Weisbach equation is the most widely used
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rational equation:

where f’ is a dimensionless friction factor. The friction factor
depends on several factors including the type of flow, i.e.,
laminar, turbulent, the Reynolds number (Re), and the relative
roughness of the pipe wall (e'/D). For water flowin closed conduits

the Colebrook-White equation is usually used to calculate f’ .

(1-7)

In most cases the rational equations cannot be solved
directly because of the requirement to use iterative techniques to
solve for f' . Thus, although theoretically more sound the rational
equations are somewhat more difficult to use than the older empiri-
cal equations.

The general form of the empirical head loss equation (1-4)
will be used throughout this paper. A1l mathematical models and
numerical examples presented in this paper use the Hazen-Williams
formula (1-5) with units of flow rate in gallons per minute, diame-

ter in inches, and link length and head loss in feet.
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1.1.4 Steady State Flow Conditions

To properly design a water distribution system it is neces-
sary to study its behavior under steady state flow conditions, i.e.,
where flow does not change over time. The laws of conservation of
flow and energy characterize steady state conditions.

Conservation of flow requires that the flow rate entering a
node must equal the flow rate leaving a node. For each node i

this requirement can be expressed mathematically as

:E: Qk - ZE: Qk
ke Ti

ke 0,
j

i
o
—
—
]
oo
~—

.
1}

1, ... » NNODE

where Qk is the flow rate on link k, Oi is the set of links with
flows leaving node i, Ti the set of links with flows entering node
i, bi the external flow at node i, and NNODE the number of nodes in
the network. External flow bi is positive if it enters a node
(source node) and negative if it leaves a node (demand node). The

seven conservation of flow equations for the network in Figure 1-2

are written below.
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-1200

= -1450

O
[Sa)
+
O
o
1

-Q, = -850

Any one of the equations in the linear system of equations (1-8) may
be deleted as redundant leaving NNODE - 1 equations in NLINK unknown

link flows.

For an arbitrary network of NLINK links and NNODE nodes

there are
NLOOP = NLINK - NNODE + 1 (1-10)

non-overlapping loops in the network [3]. For a tree network
NLOOP = 0 and NLINK = NNODE - 1 [3]. Thus, for a tree network the
number of independent nodal equations is equal to the number of

unknown link flows and the system (1-8) can be solved directly

for Qk. |
Conservation of energy requires that the net frictional head i

losses around any loop equal zero. For a network with NLOOP loops %
‘

i
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we have the system of NLOOP equations

ke LOOPi (1-11)
i = 1, ... , NLOOP

where LOOPi is the set of 1inks in loop i and AHF, is the fric-

k
tional head loss on link k. Using the general empirical frictional

head loss relationship (1-4) results in

>

K Q L

1+

x 3|x
~
[0
o

ke LOOP 0 (1-12)

i = 1, ... , NLOOP

where Qk is the flow rate on link k, Lk its length, Dk its
diameter, and Kk a constant which depends on the Tink's roughness
coefficient (Hwk for the Hazen-Williams equation) and the particu-
lar empirical equation and units of measurement chosen. The sign
of each head loss term in (1-12) depends on the direction of flow
in the link with respect to the direction (clockwise or counter-
clockwise) that the loop is traversed in writing the equation. The
two loop equations for Figure 1-2 are written below. Both Toops

are traversed in a clockwise direction. Each link is assumed to

have a pipe of a single diameter Dk'

EFIE IR D T 3
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n n n
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LOOP 11
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Combining the set of NNODE - 1 Tinear equations of (1-8)
and the NLOOP = NLINK - NNODE + 1 nonlinear equations of (1-12)
results in a system of NLINK equations in as many unknowns. The
unique flow solution to this nonlinear system of equations charac-

terizes steady state flow in the network.

1.2 Steady State Network Analysis

Because of the fundamental importance of balancing the net-

work, i.e., finding steady state flow conditions, inany distribution
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system analysis or optimization model, a great deal of research has
been devoted to finding efficient techniques to solve this problem.
The two most widely used methods for network balancing, the Hardy
Cross and the Newton-Rhapson methods, will be treated in detail.

This section will conclude with a summary of the major features of

alternative balancing methods.

1.2.1 Hardy Cross Method

The Hardy Cross method [4] (1936) is the oldest and most
widely used method for pipe network analysis. This method is an
iterative scheme originally developed for hand computation. With
the advent of the digital computer it was used as the basis for
numerous programs (Hoag and Weinberg (1957) [5], Graves and Brans-
come (1958) [6], Adams (19€1) (7], Bellamy (1965) [8], and Dilling-
ham (1967) [9]).

To satisfy steady state conditions both the system of nodal
conservation of flow equations (1-8) and the system of conservation
of energy loop equations (1-12) must be satisfied. By appropriate
choice of unknowns, the Hardy Cross method can be applied to solv-
ing either nonlinear system of equations, (1-8) or (1-12), where
the remaining system is linear and is automatically satisfied at all

times. However, before discussing the specific application of the
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Hardy Cross method to the nodal or loop equations, we will discuss
its use in solving a general system of nonlinear equations.

In general, given a system of N simultaneous nonlinear

equations

; ) = 0 (1-14)

where X = (X1""’XN) is a vector of unknowns, the Hardy Cross

method attempts to solve the system of equations by making correc-

. . . A K
tions to one equation at a time. Let xk = (x1,..., xﬁ) be the

value of the unknowns at iteration k. If hi (ik) = 0 for all i

then ik is the solution. Otherwise, we seek corrections to the

k k

~k ~ N
unknowns, AX = (Ax] yeues Ax:) such that |hi (xk +Ax )] <

Ak . . . . .
'hi (x7)|. Using a Taylor series expansion of equation i about

the current point §k but only perturbing a single variable x, ,

i.e., Aik = (0, ..., Axg , 0, ...), we obtain
Kk K D)
h, (X7 +A%") = h, (X)) + ax ™
J
(1-15)
~k
1, k2 32“1‘ (x7)
+ == (AX) +
2!
9 X
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where SL hi (x") /3 x§ is the &th partial derivative of hi

with respect to x. evaluated at ik Retaining only the first two

terms of the expansion (1-15), setting the right hand side equal to

zero, and solving for the correction term gives us
— (1-16)
3 hi (x™)

The above algorithm continues until the convergence criteria are

satisfied, e.g., | h, (x| < e for i=d, . N or

[ A x? | <eg, for j=1, ..., N, ey €5 0.

To solve the nonlinear system of loop equations (1-12) first

an initial flow distribution is chosen that satisfies the nodal con-

servation of flow equations (1-8). For the resulting loop equations

we have

i T (1-17)

i = 1, ..., NLOOP
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The value of hi at the current flow distribution is the head

imbalance on loop i. The correction term s AAQi, the flow change

on loop (equation) i. AQi is applied to every link in the loop,

i.e., je LOOPi, according to the link's flow direction. If AQi >0

the flow increases by | AQi | in those links with plus signs in Toop

equation i and decreases by | aqQ, | in those links with minus

signs. I[f AQi < 0 , the direction of link flow change is reversed.

To compute AQi we compute

3 h, nk Q7Y L.
) iioi
30 Q. m (1-18)
T getooe, 0,

and substitute (1-17) and (1-18) into (1-16) to obtain

-y: KJ.Q'?L

M

je LOOP

A Qi = (1-19)

n K. Q
je LOOP
or - Z & HF
je LOOP
A qQ,

i (1-20)
E A HF. |
je L 0P
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[t is common in the Hardy Cross method to apply only one
iterative correction to each equation before proceeding to the next

equation. The algorithm terminates when either | hi | < e, or

1
A Qi | < g, for all loops where €y €5 > 0. A detailed state-

ment of the Hardy Cross loop method and its application to a two-

loop network is presented in Appendix A.
Alternatively, the Hardy Cross method may be applied to the
nodal conservation of flow equations (1-8). Applying the empirical

head loss equation (1-4) to link k and solving for Qk we have

m
Dk A HFk

< (1-21)

Q
k k "k

Substituting (1-21) into (1-8) results in the following nonlinear

system of equations

m m
Z DkAHFk Z DkAHFk b . =0
ke K K

o

i i

i = 1, ..., NNODE -1
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Heads at all nodes (except fixed head nodes) are arbitrarily
initialized thus automatically satisfying the conservation of energy
Toop equations (1-12). The 1ink head losses AHFk are computed by
subtracting the nodal heads at the end of the 1ink. The direction
of 1ink flow is from the node with the higher head to the node with
the lower head. The magnitude of the flow rate Qk is computed
using equation (1-21). However, now nodal conservation of flow
equations (1-8) may be violated. Similar to the loop method, nodal
head corrections are applied in such a manner as to satisfy nodal

conservation of flow equations using the correction term

2 Q- Y q -b,
ke 0, k ke T, k
. - (1-23)
‘ %
n A HF

ke O,UT, 3
{ i

i = i, ..., NNOOE - 1

where A Hi is the head change at node i. Early implementations of
the Hardy Cross method used the loop method ([5], [6]) while later
work ([7], [8]) tended to use the node method principally because
of the relative ease in specifying the input data. For large and

complex networks the Hardy Cross method frequently converges very

slowly if at all.
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1.2.2 Newton-Rhapson Method

The Newton-Rhapson method, also referred to as Newton's
method, differs from the Hardy Cross method in that it computes cor-
rections to all unknowns simultaneously rather than individually and
therefore uses either the entire system of nodal (1-8) or loop
(1-12) equations at once.

Given the system of simultaneous nonlinear equations (1-14)
and a current point 2:, each equation is expanded in a Taylor
series about ﬁk allowing all unknowns to be perturbed simultane-
ously. Retaining only first order terms in the expansion and set-
ting each equation to zero results in the linear system of equations

at iteration k

K N 93 h, (ik)
h, (%) + ¥ —L— ax; =0 (1-24)
i - 2 X, J
j=1 J
i = 1, ...,N

The vector of corrections A?k is the solution of the

simul taneous system of linear equations

ack 2= s n 29 (1-25)

where JACk is the Jacobian matrix

ca as v we
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3 h1 3 hT
3 x7 3 xN
anck = . . (1-26)
) hN ) hN
3 X 3
° N
. "‘k Ak /\k
evaluated at the current point x and h (X ) = (h] (XY, . ..,
hN (ik)). The new values of all the unknowns can be computed
immediately
FOULI (1-27)
J J J

The above algorithm continues until the selected convergence cri-
teria are satisfied.

Martin and Peters [10] in 1963 first applied the Newton-
Rhapson method to the network analysis problem. Since then several
researchers have refined its application to network analysis and
incorporated it as part of optimization models (Shamir [11] (1964),
Shamir and Howard [12] (1968), Epp and Fowler [13] (1970), Zarghamee
[14] (1971), Lemieux [15] (1972), and Donachie [16] (1973)). In

general, the Newton-Rhapson method is superior to the Hardy Cross
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method assuming that the necessary matrix storage is available.
However, because of the nonconvexity of the system of Toop and

nodal equations, for a general starting point, the inverse Jacobian

may not be positive definite or may not even exist. Thus, a poor

initial solution may not yield a direction of descent and the algo-

rithm may not converge (Luenberger [17]).

1.2.3 Alternative Methods

Wood and Charles (1972) [18] developed a linear theory

method for solving the network analysis problem. Linear theory

transforms the NLOOP nonlinear loop equations into linear equations

by approximating the head loss in each link by

-1

K L ()"

A HFk = - Qk (1-28)
k

where QS is an initial estimate of the flow rate in each link and
Qk is unknown. The NLOOP linearized equations are then combined

with the NNODE - 1 nodal equations to form a linear system of NLINK

equations in as many unknowns. The solution of the system of linear

equations provides flow estimates for the next iteration. In prac-

tice, initial flows are automatically set to 1 flow unit. The

authors claim convergence in a relatively small number of iterations.
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In a similar manner, Collins and Johnson (1975) [19] applied
the finite element method to the network balancing problem. Using
one dimensional finite element analysis, a system of linear equa-
tions was derived. Iterative solution of the resulting system
balances the network.

Kesavan and Chandrashekar (1972, [2G] developed a graph-
theoretic model for network analysis. Unlike previous approaches
which automatically satisfy either conservation of flow (1-8) or
conservation of energy equations (1-12), the graph-theoretic model
directly utilizes both sets of constraints. The main advantage of
this approach is that the formulation procedure is independent of
the numerical technique used to solve the resuiting set of nonlinear
equations.

Collins, Cooper, and Kennington (1976) [21] show that the
pipe network analysis problem is mathematically equivalent to a non-
Tinear optimization model. The nonlinear functions are replaced
with piece-wise linear functions. The resulting model is a linear
network flow problem for which excellent solution techniques exist.
This method makes solution of quite lTarge network analysis problems

possible.
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1.3 Distribution System Layout Models

The first major task in water distribution system design
involves determining the layout of the major links in the network.
Although restricted somewhat by the requirement to use public
rights-of-way and private easements, there remains considerable
flexibility in selecting the links to connect the source nodes to
major nodal concentrations of demand [22]. In contrast to recent
work in sewer system design and layout (see Mays et al. (1976) [23])
existing methods ([24], [25], [26], [27]) of selecting the network
configuration generally make no real attempt to explicitly generate
and evaluate alternative network configurations in terms of their
ultimate impact on total system cost and on reliability of water
service. Existing methods provide Tittle guidance to the design
engineer in selecting links other than on the proper use of contour
maps, the benefits of looped vs tree-shaped systems, and the impor-
tance of proper location of elevated storage reservoirs. Although
the cost of pipes account for well over half of the total distribu-
tion system cost [28], the water distribution system engineer must
rely on an assortment of rules of thumb in selec.*ing the network
layout that must serve as the foundation for his detailed design

effort.
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1.4 Optimization Models for Distribution System Design

A number of water distribution design optimization models
have been developed to assist the water engineer. Given a specific
set of 1inks in the network layout, the optimization models deter-
mine pipe diameters, pump capacities, heights of elevated reser-
voirs, valve locations and other design parameters subject to satis-
fying steady state flow conditions and various bounds placed on pipe
diameters, flow rates, and nodal heads. The objective function of
these models focuses exclusively on monetary cost including acquisi-
tion, operation, and maintenance costs. Important capabilities of
the models include the type of system analyzed (branched and/or
Tooped), the number of sources allowed (single or multiple), the
number of Toading (demand) design conditions handled. Solution
techniques range from linear programming to sophisticated nonlinear
optimization techniques.

The first significant optimization model was developed by
Shamir [11] in 1964. The decision variables were pipe diameters.
The objective function considered a single loading (demand) condi-
tion and was related to the energy loss in flow through all the
pipes. The steady state hydraulic solution was obtained by the
Newton-Rhapson method with the Jacobian of the solution used to

compute the components of the gradient.
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Pitchai [29] in 1966 used a random sampling technique to
search for the optimal diameters of a pipe network operating under a
number of loadings. The objective function contained the initial
and operating costs. Constraints on heads were taken into consider-
ation by adding penalties on constraint violation to the objective
function to te minimized.

Jacoby [30] in 1968 used a numerical gradient technique to
treat the same problem. Diameters were handled as continuous vari-
ables and the values obtained in the unconstrained optimization were
rounded to the nearest commercially available size. This rounding
could cause the selected design to be infeasible. The objective
function to be minimized was the combined cost of pumps and pipe-
lines, and penalties for violation of loop and nodal equations.

Karmeli et al. [31] in 1968 handled the design of branching
networks. Unlike the looped network, the steady state flow condi-
tions can be computed directly once supply and demand at each node
are given. Since the frictional head loss on a pipe and its cost
are linear functions of its length, by selecting the pipe lengths
as the decision variables, Karmeli et al. formulated a 1inear pro-
gramming model. Like previous researchers, the model only consid-

ered the initial cost in the objective function.
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Lai [32] in 1970 developed a dynamic programming model to
handle water distribution system capacity expansion. However, his
analysis was limited to tree shaped networks only.

Deb and Sarkar [33] present a method based on the equiva-
lent pipe diameter concept which allows a pipe with a single diame-
ter to replace a set of series or parallel pipes. The diameter of
the new pipe can be chosen to provide the equivalent frictional head
Toss as the set of pipes it replaces. The authors handled only a
single source network requiring nodal heads to be specified in
advance. Costs of pipe, pumping, and the storage reservoir are
included.

Kolhaas and Mattern [34] in 1971 used separable programming
to determine not only the optimal diameters but also the pumps and
reservoirs for a looped system with all heads known. With heads
given the constraints become linear if flows are decision variables.
Diameters can be computed directly from the Hazen-Williams equation
with heads and flows fixed. The nonlinear objective function con-
tained the cost of pipes, pumps, and reservoirs.

Kally [35] in 1972 extended the method of using pipe lengths
as the decision variable to looped networks. To find the network
flow solution involved iteratively changing the decision variables,

approximating the resulting change in head pressures, and solving
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the new linear program until convergence is achieved. The objective
function only considered the initial cost of the pipe.

Cembrowicz and Harrington [36] in 1973 minimized the initial
pipe cost of a network subject to a single loading. Using graph
theory, the problem was decomposed so that the nonconvex total
objective function is separated into subsets of convex functions.
tEach function, which relates to either a pipe or a loop, is mini-
mized separately using the method of feasible directions [37]. Con-
tinuous pipe diameters are assumed.

Swamee, Kumar and Khanna [38] in 1973 handle the problem of
minimizing the cost of a single source tree distribution system.
Using dynamic programming, the authors developed a closed form solu-
tion with an objective function covering pipe, pump, and elevated
reservoir capital and maintenance cost plus pumping energy costs.

Lam [39] in 1973 developed a discrete gradient optimization
technique for a water distribution system consisting only of a
single source, pipes, and demands. Pipe diameters were treated as
discrete variables. This technique avoids the rounding of a con-
tinuous diameter variable to the nearest commercially available
size.

Watanatada [40] in 1973 developed an optimization technique

for multiple source networks and applied it to real networks of
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moderate size. The constrained nonlinear optimization problem was
converted to an unconstrained optimization problem by incorporating !
the constraints into the objective function with appropriate penalty

terms. Minimization of the resulting function was performed using

the variable metric [41] and conjugate gradient [42] methods.

Shamir [43] in 1974 extended his earlier work by developing
a methodology for handling both the cptimal design and operation of
a water distribution system under one or several lgading conditions.
Optimization was obtained by a combination of the generalized
reduced gradient (GRG) and penalty methods. The objective function
included initial cost of the design and cost of operation. The
author claims that physical measures of performance and penalties
for violating constraints may be incorporated into the objective
function but offers 1ittle guidance on properly defining these meas-
ures of performance.

Delfino [44] in 1975 formulated a nonlinear programming
model to minimize the cost of pipe and pumping for a looped network
using continuous pipe diameters. He used the generalized reduced
gradient (GRG) method to solve the problem.

Deb [45] in 1976 considered a distribution network with the

decision variable as the size of pipes, pressure surface over the
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network, height and location of the elevated service reservoir, and
capacity of the pumping station. A gradient-like technique is used
to perform the optimization. The objective function encompassed
the initial cost of pipes, pumps, and elevated storage reservoir;
operation costs; and maintenance costs.

Alperovits and Shamir [46] in 1977 employed a method called
the linear programming gradient (LPG) method in optimizing a dis-
tribution system including pipes, pumps, valves, and reservagirs.
Decision variables have been expanded to include reservoir eleva-
tions and operational parameters such as the pumps to be operated
under each of the loading conditions. The objective function
included overall capital costs.

Cenedese and Mele [47] in 1978 minimize the capital cost of
pipe for looped networks by incorporating the constraints into the
objective function with a change of variable and by the addition of
a penalty term. The decision variables for the modified objective
function are the loop flows. Loop flows and nodal heads are alter-
nately changed using a direct search technique until a local mini-
mum is reached.

Deb [48] in 1978 developed a simple mathematical model for
a single source pumping system. Including the cost of pumps, pipes,

operation and maintenance, and energy, he formulated an equation
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for the total system cost as a function of pipe diameter (all pipes
are assumed to have the same diameter). Differentiating the objec-
tive function with respect to pipe diameter and setting the exprec-
sion to zero, a closed form solution for the single optimal diamete -
is derived for this special case.

Bhave [49] in 1978 developed a manual iterative approach for
minimizing the cost of a single source distribution system. The
heads at the demand nodes are treated as independent variables and
iteratively changed until convergence to an optimal solution occurs.

Diameters are continuous rather than discrete variables.

1.5 Reliability/Performance Models

The previous section reflects the great amount of research
devoted to minimum cost design of water distribution systems. The
emphasis has been placed on designing the system to function under
normal loading conditions, e.g., peak hour demand, maximum daily
demand, etc. This section reviews the work done on abnormal or
emergency loading conditions such as fire demand, pump failure, and
broken link loading conditions.
In 1970 de Neufville et al. [50] described their systems
analysis on the design of proposed additions to the primary supply ;

network of New York City. The authors examined four primary
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measures of water distribution system design: (1) overall perform-
ance; (2) fail-safe reliability; (3) distribution of performance;
and (4) cost.

These measures were used to evaluate the desirability of
manually generated major design alternatives. The authors recog-
nized the shortcomings of available optimization methods and their
simplistic cost oriented objective functions, stating that "avail-
able optimization methods do not reflect the several criteria where-
by distribution networks are usually evaluated." They further con-
cluded that "mathematical techniques do not now consider all the
relevant factors of quality, reliability, and distribution of the
benefits." Most significant was their effort to quantitatively
evaluate water distribution system performance (nodal head values)
under realistic emergency loading conditions and to examine the
cost/benefit trade-offs associated with designing this performance
into the system.

Damelin, Shamir, and Arad [51] in 1972 developed a simula-
tion model to evaluate the reliability of supplying a known demand
pattern in a given water supply system in which shortfalls are
caused by random pump failures. An economic model is developed that
allows the user to evaluate the benefits (additional water obtained)

vs the cost of making specific improvements in the reliability of
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the system. The researchers strongly emphasize the difficulty of

evaluating water distribution system reliability as follows:

Reliability has an economic value. Perfect reliability is
not necessarily the best economic solution as already has been
mentioned. To be able to compute the penalty due to imperfect
reliability, one has to assign an economic loss function to
shortfalls according to their magnitude and the time at which
they occur. We consider this assignment of economic loss
function to be impossible, at least for the moment, since the
actual value of water as a resource used by some production

system, say agriculture, has not been defined to everyone's
satisfaction.

Rao et al. [52] developed a simulation model to evaluate the
performance of an existing water distribution system under a variety
of loading conditions including both normal and emergency conditions.
The behavior of the sy;tem was examined over a 24-48 hour period.
Emphasis was placed on the detailed operation and control of the

system including the level of the storage reservoirs.

Several researchers have discussed the need for research
into developing explicit measures of water distribution reliability

and performance under emergency loading conditions. Kolhaas and

Mattern [34] claim to handle the requirement for reliability of
supply to each demand node in a looped network by simply imposing

non-zero lower bounds on minimum pipe diameters. Watanatada [40]

discusses the need to explicitly incorporate measures of reliabil-

ity into an optimization model to predict the way the system will
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perform under emergency loading conditions. He identifies the need
for future research into a model in which various failure condi-
tions are contained explicitly. Shamir [43] proposes the maximi-
zation of weighted nodal heads as a potential measure of system
reliability. Delfino [44] formulates a combined minimum cost lay-
out and detailed design problem for a network requiring two alter-
nate paths from the source to each demand node. However, the author
only examines possible solution approaches and leaves the problem
as a subject for future research. Shamir and Alperovits [46] con-
clude that there is a need for additional distribution system per-
formance criteria (other than cost) in the objective function and
that a more basic definition of reliability of the network shouid
be developed instead of setting arbitrary constraints on minimal

pipe diameters.

1.6 Summary

A review of the literature indicates that considerable
research has been done and numerous models have been developed and
solved in the areas of steady state network analysis and minimum
cost optimization for a given network layout. However, there is
almost a complete absence of engineering design tools for the criti-

cal network layout problem. Likewise, very little work has been
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performed on developing basic measures of reliability/performance

for water distribution systems under expected emergency loading con-

ditions such as fire demand, link failure, and pump/power outage.
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CHAPTER 2

STATEMENT OF THE PROBLEM/SOLUTION APPROACH

2.1 Introduction

A review of the literature revealed two specific areas in
the design of water distribution systems that merited further
research effort:

1. Optimal network layout.
2. Reliability/performance of the distribution system under
emergency loading conditions.

Moreover, there appears to be a need to develop a comprehensive,

unified methodology for the total water distribution design process.

Such a methodology would be applicable not only to the design of a
new system but also provide a framework for the capacity expansion
of an existing system.

This chapter presents a verbal statement of the problem,
examines the potential solution approaches that were considered
during the process of the research, and outlines the three-level
hierarchical approach that resulted. Emphasis will be placed on
analyzing important conceptual aspects of the problem and its

34
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solution rather than detailed discussion about specific mathematical

models and solution algorithms. Our purpose here is tc lay a solid

conceptual foundation for the detailed description of the solution

technique presented in Chapters 3, 4, and 5.

2.2 Verbal

Statement of the Problem

The

following is a verbal statement of the problem presented

in the format of a mathematical programming problem:

of source nodes and associated flow capacities.
of demand nodes.

of potential links and any unusual (high excavation/ -

right of way) extra costs for pipe installation.

GIVEN:

1. Set
2. Set
3. Set
4. Set
5. Set
6. Set

and
7. Set

and
8. Set

of normal loading (demand) conditions.

of emergency loading conditions.

of potential pump locations, maximum capacities,
costs.

of elevated storage reservoirs, maximum elevations,
costs to elevate.

of commercially available pipe diameters and costs.

i
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9. Minimum performance levels for normal loading conditions.

10. Maximum annual capital and operating budget.

FIND:

1. Layout of network links.
2. Link diameters.
3. Pump capacities.

4. Additional height for elevated storage reservoirs.

IN ORDER TO:

Maximize the distribution system performance under emergency

loading conditions.

SUBJECT TO:

1. Satisfying steady state flow conditions.

2. Satisfying minimum performance levels under normal loading
conditions.

3. Not exceeding the maximum annual budget.

4. Not exceéding maximum storage heights.

5. Not exceeding maximum pump capacities.

o Ywa
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The statement of the problem is intended to reflect the
general situation encountered by the water distribution system
design engineer during the reconnaissance stage of the design
process for a new system, i.e., selection of major system compo-
nents. The general nature of the problem statement allows it to
subsume important special cases such as capacity expansion of or
extensive modification to an existing system. Further, it is
important to note that this problem involves design of both the
network layout and major system components rather than assuming
a given layout. Also, by incorporating reliability directly into
the objective function, the problem statement explicitly addresses
the evaluation of water distribution system performance under emer-

gency loading conditions.

2.3 Water Distribution System Reliability

As revealed by the literature survey, there is no accepted
definition or measure of reliability for water distribution systems
although researchers often use the term. In the literature of sys-
tems analysis reliability is usually defined as the probability that
a system performs its mission within specified 1imits for a given
period of time in a specified environment [53]. To analytically

compute the mathematical reliability for a large system with many
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interactive subsystems requires knowledge of the precise reliabil-
ities of the basic subsystems and the impact on mission accomplish-
ment due to the set of all possible subsystem failures. Except
perhaps for the pumping subsystem there is little data available

on the mathematical reliability of water distribution subsystems
[54]. Thus, in analyzing water distribution systems conventional
mathematical reliability measures appear inappropriate.

The mission of a water distribution system is to deliver
water to its users in an economical yet reliable manner. Under
normal loading conditions (usually defined in terms of peak hourly
or maximum daily demands) the emphasis must naturally be on econ-
omy. However, under emergency loading conditions, i.e., critical
pump failures, high fire demands, and broken links, quantity and
quality of service may degrade catastrophically unless the system
design adequately considers these conditions. Thus, consistent
with de Neufville etal. [50] reliability for a water distribution
system will be defined in terms of the system's performance under
emergency loading conditions. The specific measure of performance
and hence reliability will depend on the specific nature of the
emergency loading condition. In general, the quantity of service
(flow rate) and/or quality of service (nodal head pressure) will

serve as measures of performance.
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2.4 Potential Solution Approaches

2.4.1

Single Integrated Mathematical Programming Model

Attempts to formulate a single integrated mathematical

programming model to solve the problem revealed the following:

1.

€ A~ G b b+t
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The requirement to select the network layout requires
integer (0,1) variables.

The nonlinear frictional head loss terms result in a non-
linear constraint set.

To measure the nodal head pressures and incorporate them

as a constraint requires knowledge of a set of links
forming a path from a fixed head node to each node of
interest. Likewise, for multiple source networks con-
servation of energy requirements dictate knowledge of

a set of links forming a path between each pair of fixed
head nodes. If the loop conservation of energy constraints
(1-12) are used to enforce steady state conditions, the
appropriate set of loop constraints must also be identified.
Thus, the formulation of the appropriate steady state and
other layout dependent constraints may involve enumerating
all possible constraints associated with each potential

network layout.
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4., Depending on the specific constraint formulation, it may be
necessary to introduce additional 0 - 1 variables to insure
the network satisfies connectivity requirements.

5. Introducing broken link emergency loading conditions into
such a model would be virtually impossible since the net-
work layout is itself a decision variable.

Thus, based on the above observations not only solving but
even formulating the problem as a single integrated mathematical
programming model is extiremely difficult and cumbersome, if not
actually impossible. Further, such a model would be almost certain

to defy solution even if it were formulated.

2.4.2 Two-Level Hierarchical Integrative Approach

Recognizing the difficulty of solving the problem with a
single, large, detailed, integrated model, the problem was initially
decomposed into a two-level ([55], Bradley et al.)or two layer
(Haimes [56]) hierarchically integrated system. This approach
recognizes the need for decomposing the elements of complex problems
within the context of a hierarchical system that links higher level
(strategic) decisions into lower level (tactical/operational) deci-
sions. The complete decision-making (design) process is partitioned

to select adequate models to deal with individual decisions at each

§o, 28 A
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hierarchical level. Linking mechanisms are developed for the
transferring of the higher level results to the lower hierarchical
levels.
The initial decomposition of the problem elements parti-
tioned the design process into two levels:
1. Strategic - Selection of a set of links forming a spanning
tree in the network.

2. Tactical/Operational - Selection o. :he loop forming 1links

and the detailed system design.

Thus, the network layout was split among the two models.
Two heuristic models, to be discussed in Chapter 3, were developed
to handle the selection of the "primary" links in the “core" tree.
The presence of a spanning tree in the network eliminated many of
the formulation difficulties of the single integrated model but
there still remained the task of developing a solution algorithm
for the resulting nonlinear integer programming model (selection
of redundant links).

Considerable effort was invested in developing an algorithm
to solve this nonlinear integer programming model. A complex heuris-
tic algorithm based on comparing the benefit/cost ratio [57] of add-

ing (deleting) each candidate loop-forming "redundant" link to (from)

T LR
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the core tree was developed. Although the mechanics of the algor-
ithm worked well, unexpected results on a small, two-looped network
for a single normal and emergency (fire demand) condition led to
further decomposition of the model. For the fire demand loading
condition the benefit/cost ratio of adding a redundant link to the
' core tree was negative. This result led to the recognition that
the real value of redundant links was their ability to provide con-
tinuing service in case of failure of the larger primary links.
Thus, selection of the redundant links (which is based on satisfy-
ing the broken primary link emergency loading conditions) became
the task of a separate intermediate level model. The third level

{ of the hierarchy accomplishes the detailed system design using the
| network layout from the first and second level models and takes
into account the remaining emergency loading conditions (fire

demand, pump outage).

2.4.3 Three-Level Hierarchical Integrative Approach

The approach chosen to handle the problem involves a hier-

archy of three models:
1. Strategic - Selection of the core tree of primary links.
2. Tactical - Selection of the loop forming redundant links.

3. Operational - Detailed design of the system.
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For each level it was necessary to develop an appropriate
model properly integrating the results of the higher level model(s).
The first two models combine to design the system layout while the
lowest Tevel model optimizes the detail design of the resulting lay-
out with respect to performance/reliability under the selected non-
broken 1inks emergency loading conditions. The resulting decomposi-
tion eliminated the requirement to solve a nonlinear integer program
but more importantly it represents a logical, comprehensive approach
to solution of the problem. The specific description of and ration-

ale for selecting each of the three models is presented in Chapters

3, 4 and 5.
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CHAPTER 3

SELECTION OF TREE LAYOUT

3.1 Introduction

Let us consider the problem of connecting a set of demand
nodes to a single source node with a set of poteﬁtia] links. The
minimum number of links required to satisfy all nodal demands is
NNODE - 1 where NNODE is the total number of nodes. This set of
NNODE - 1 links forms a spanning tree for the network. For rural
water distribution systems where demand nodes are far apart it is
not unusual to install a tree shaped distribution system because of
the high cost to provide multiple paths to each demand node. Muni-
cipal water distribution systems, on the other hand, usually are
looped providing at least two paths to each demand node. In this
chapter we will consider the problem of selecting the optimal tree
layout for the distribution system. After fully characterizing the
nature of the optimal tree, we will examine existing techniques for
identifying this optimal tree and complete the analytical develop-
ment of a recently proposed technique [49]. Then, we will present

a new technique that remedies the difficulties of existing

44
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techniques. Finally, efficient methods for generating alternative

near optimal tree layouts will be discussed.

3.2 Properties of the Core Tree

3.2.1 Definition

The minimum cost spanning tree under the normal loading con-
dition will be termed the core tree and the links in the core tree,
the primary links. The links not in the core tree will be referred
to as the non-tree links or candidate redundant links. Non-tree
links which are eventually selected as part of the full network

layout (see Chapter 4) will be called redundant links.

3.2.2 Economy

3.2.2.1 Problem Pl

Consider the following problem of minimizing the total costs
of designing a looped distribution system subject to satisfying
steady state conditions and minimum head levels under the normal

loading condition:
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PROBLEM P1
NLINK 2 NPUMP
Minimize I = z g] Dk '-k . o Ox
k =1 i
NST
’ 2 STC, XSy
k =1
subject to
Z % - Z Q = b,
ke0; keT,
X i
i € DNODE U SNODE
n-1
k k ) k k "k "k k
1 2
k = ], ceny NLINK
Hy o= EL o+ z (10, + X5,)
kePS,
i
i € SNODE
H, > EL, + HMIN,
i = i i
i ¢ DNODE

%l

e, ]

(3-1)

(3-2)

(3-8)

(3-5)
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where

i € DNODE

[ ]
v
O
x
]

T, ..., NLINK (3-7)

XP

v
o
~

"

...» NPUMP (3-8)

XS

Itv
(]
=

[]]
—l
.

.., NST (3-9)

NLINK--the number of links (primary and non-tree) in the
network
2], 22

Dk--the diameter of link k in inches

--constant dimensionless link cost parameters

Lk--the length of 1ink k in feet

NPUMP--the number of pumps in the system

XPk--the head 1ift provided by pump k in feet

QPk--the flow rate through pump k in gallons per minute
PU [ka’ QPk]--the equivalent uniform annual cost in
dollars for pump k. The capital cost

component of PU is a nonlinear function

of head and flow rate.
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NST--the number of elevated storage reservoirs in the system
XSk--the additional height to raise storage reservoir k
in feet
STCk--the equivalent uniform annual cost in dollars per foot
for raising storage reservoir k
Qk--the flow rate on link k in gallons per minute
bi--the external flow at node i 1in gallons per minute
Kk--a constant dependent on link k's roughness coefficient
Hi--the pressure head at node i in feet
F&--the total head at node i in feet which is the sum of
potential head due to elevation (ELi) and the pressure
head (Hi)
ELi--the elevation above a specified datum plane, e.g., sea
level, in feet

k., k,--the two nodes incident to link k

1 72

PSi—-the set of pumps and storage reservoirs at source
node i

DNODE--the set of demand nodes

SNODE--the set of source nodes

HMINi--the minimum pressure head at demand node i 1in feet

The objective function (3-1) composed of 1link, pump, and

storage costs is the total equivalent uniform annual cost of the
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distribution system in dollars. The linear system of equations

(3-2) insures nodal conservation of flow equation (1-8) is satisfied.

Equation (3-3) is the frictional head loss equation for each link.
In this model the total nodal heads (ﬁ}) are explicitly
chosen. Thus, as in the Hardy Cross nodal method (see section
1.2.1) an arbitrary selection of ﬁi automatically satisfies loop
conservation of energy requirements (equation 1-11) but may not
satisfy nodal conservation of flow. The direction of head loss
in equation (3-3) determines the flow direction and sign of Qk.
Equation (3-4) states that the total head at each source node is
the sum of the nodal elevation plus the head added by pumps and
storagé reservoirs located at the node. Inequality (3-5) and equa-
tion (3-6) combine to insure that the pressure head (Hi) at each
demand node exceeds the minimum required pressure head (HMINi).
Inequalities (3-7), (3-8) and (3-9) are the nonnegative diameter,

pump head 1ift, and storage height decision variables, respectively.

3.2.2.2 Theorem I

The following theorem (Delfino [44]) demonstrates the desir-
ability of identifying and using the core tree as a base for the

network layout problem.
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THEOREM

Assuming that Problem P1 has a finite optimal solution,
there is an optimal solution corresponding to a spanning tree of
the looped network.

PROOF: Assume we have a finite optimal solution for Prob-

—_ %
lem P1 with optimal values of the decision variables H, , ic DNODE
* * *
U SNODE; XPk , k=1, ..., NPUMP; XSk , k=1, ..., NST; D, ,
%*
k =1, ..., NLINK; and Qk , k=1, ..., NLINK. Therefore the fol-

lowing inequality holds

* *  — * * —* * X *
z (Dk , Qk s Hi , ka y Xsk) <1 (Dk s Qk’ Hi’ XPk s Sk)
(3-10)
for any feasible Dk and Qk.
—_— — *
Fix H, at Hi*, '€ DNODE U SNODE; XP, at XP , k = 1,

*
.., NPUMP; and XSk at XSk , k=1, ..., NST. Thus, using equation

(3-3) we can obtain the fnllowing expressions:

—_%

1. For links k such that ﬁk* _ H,_ # 0 using equation (3-3)

1 2
we have
1/m
n
K, 1Q.] L
k 'k k
Dk = , - - ﬁ"* ‘ (3-11)
k] k2
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2. For links k with H, - H =
ki Ky

0, D, = 0andQ, = 0.

Let L be the set of links with this property.

Eliminating D

PROBLEM P2
NLINK Ly
Minimize ZZ K Ly Ile
k =1
kgL
subject to
> % D%
ke, keT,
i i
k £ L k ¢ L
where
K = 2 % T
k 1 - % o~ %
H, - H |
1 2
2 = LQ:Z_
3 m

‘ using equation (3-11) Problem P1 becomes

(3-12)
= b, (3-13)
i ¢ DNODE U SNODE
£2/m

(3-14)

(3-15)
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The objective function (3-12) is concave under the condi-

tion that

23 = < 1 (3.16)

For the Hazen-Williams equation n = 1.852 and m = 4.87.

Thus,
the expression (3-16) becomes
1.852 22
23 = “4—§7— < 1 (3-]7)
or
22 < 2.63 (3-18)

For 1976 cost data the value of z] is 1.01 2 is 1.29 [48].
Thus, Problem P2 involves minimizing a concave function
over a convex set. Since Problem Pl has a finite optimal solution,
Problem P2 also has a finite optimal solution which is given by a
spanning forest T of the network. If the spanning forest is con-

nected, it is also a spanning tree. Otherwise, T plus some links

with zero flow, i.e., links with ﬁk - ﬁk = 0, form a spanning

1 2
tree T 1in the network.

Let Q:* be the link flows associated with the spanning

tree T and D:*, the corresponding diameters computed using
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equation (3-11). Thus, we can write

for any feasible Dk and Qk'

From (3-10) and (3-19) we must have

*

— % X* % * — % * X
H1 ’ pk P XSk ) - Z (Dks Qka Hi 'y kay S

*

%% *k
k ]

(3-20)

* * *

* * -—
Since (Dk’ Qk’ Hi s XPk, XSk) is an optimal solution the

following inequality holds

*k * - Kk * *

*
Z (Dk » Q 5 Hys XP

for any feasible (Dk’ Qk, Hi’ XPk, XSk).

*

Yok Yk - *
Hence (Dk , Qk » His XPk, xsk) is also optimal for Problem
P1.

Q.E.D.
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Consider the two loop, single source distribution system
with an elevated storage reservoir at node 1 shown in Figure 3-1.
Figure 3-1 also depicts the normal nodal demands, nodal elevations,
and link lengths. To illustrate the importance of flow distribution

(Qk) the flow distribution was fixed at a number of points (approxi-

mately 1200) and Problem P1 was solved using 1inear programming [46].

The base flow distribution corresponds to zero flow in both links 7
and 8. Loop flow changes (AQI and AQII),which preserve nodal con-
servation of flow, are made to the base flow distribution. The base
flow distribution corresponds to AQI = AQII = 0. The flow distribu-
tion was varied parametrically in 50 GPM increments about AQI =
AQII = 0. A three-dimensional perspective of the minimum cost (Z)
vs. the loop flow changes (AQI and AQII) is shown in Figure 3-2.

The large valleys in the figure correspond to flow distributions
with either one or two links at zero flow. This figure also illus-

trates the low cost of the spanning trees with layouts similar to

that of the core tree.

3.3 Identification of Core Tree

Based on the desirable properties of the core tree as a
basis for the distribution system layout, it appears worthwhile to

have the capability to identify the core tree in an efficient manner.
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First, we will evaluate three existing techniques for finding the
core tree. Next, we will complete the development of a promising
technique recently suggested by Bhave [49]. Finally, we will pre-

sent a new model that overcomes the inadequacies of existing

techniques.

3.3.1 Exhaustive Enumeration

One possible way to identify the core tree is to enumerate
all spanning trees, optimize each tree with respect to cost, and
select the tree with the lowest cost. Graph theory can be used to
compute the number of possible spanning trees for an arbitrary set
of nodes and potential links.

The fixed nodes of the distribution system and the potential
links can be represented by an undirected graph GRAPH = [NODE, LINK]
where NODE is the set of all nodes and LINK the set of all potential
links in the graph. Let NNODE be the number of nodes in NODE and
NLINK be the number of Tinks in LINK. To determine the number of
different spanning trees for a specific distribution network
requires the Matrix-Tree Theorem for Graphs [58]. Let M’ (GRAPH)
be an NNODE by NNODE matrix with the diagonal elements of M’, m;i s

equal to the degree of node i. The degree of a node is the number
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of links incident to the node. For the off-diagonal elements of M’
let m;j = -1 if nodes i and j are adjacent, i.e., connected by a

single link and ms = 0 otherwise.

MATRIX TREE THEQREM FOR GRAPHS

For any connected labeled graph GRAPH all cofactors of the
matrix M’ (GRAPH) are equal and their common value is the number of
spanning trees of GRAPH.

Consider the graph GRAPH with four nodes and four links
shown in Figure 3-3. The three potential spanning trees are derived

by deleting any link except (3, 4) and are also shown in Figure 3-3.

M’ (GRAPH) =

Ll s kil
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2 0 -1
0 1 -1 = 2(2) - 0(-1) + (-1)(1) =3
-1 -1 3

The network of Figure 3-4 [36] with only 10 nodes and 13

Tinks has 208 possible spanning trees. The 23 node, 28 1link network

of Figure 3-5 [47] has 135,320 possible spanning trees. Thus, for

any reasonable size network, exhaustive enumeration and optimization

of all spanning trees is infeasible.

3.3.2 Steady State Network Analysis

Barlow and Markland [22] propose using steady state network

analysis for finding a "basic" tree in the network which roughly

corresponds to our core tree. The procedure involves the following

steps:
1. Assign each link in the network the same fixed diameter.
2. Balance the network under the normal loading condition. é
3. |

Select the links in the core tree as those links carrying

the larger flows in the network.
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This method appears to be based on the observation that
water tends to concentrate in the primary links of the system. How-
ever, the authors present no justification for this heuristic, pro-
vide no examples, and provide no guidance concerning the specific
pipe diameter to select or procedure for recognizing flow concentra-
tion. Furthermore, this method fails to take into account that the

cost of a link varies with its diameter.

3.3.3 Direct Optimization

Alperovits and Shamir [46] state without proof that when a
network is designed for a single loading condition that unless a
minimum diameter is specified for all links that the minimum cost
network will have a branching (tree) configuration. The authors
imply that the core tree can be identified using their Linear Pro-
gramming Gradient (LPG) technique by initially including all poten-
tial links in the system and setting very small minimum diameters
on all Tinks (1 inch). The minimum cost network is found by solv-
ing a sequence of linear programming problems. Between each linear
programming iteration, the loop flows are changed using a gradient
computed from a combination of the dual variables and the deriva-
tives of the Toop equations. Theoretically, the minimum cost solu-

tion will have all 1inks not in the core tree at the minimum
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diameter and with minimal flow in them. This author's own extensive
experience using the (PG method has indicated that the final flow
distribution is highly sensitive to the initial flow distribution,
i.e., the flow distribution tends to move towards the flow distribu-
tion of the nearest trce. This behavior is not surprising because
of the nonconvex constraint set that can only guarantee a local
optimum solution and because of the general superiority of tree
tayouts imbedded within a looped network. Furthermore, the compu-
tational expense of using several different initial flow distribu-
tions in an attempt to find a global optimum and identify the core
tree becomes very burdensome even for a moderate size network;
Alperovits and Shamir [46] report a cost of $60 for a single LPG

run to minimize the cost of a 65-Tink, 52-node network.

3.3.4 Shortest Path Tree Model

Bhave [49] uses the shortest path tree as part of an algo-
rithm to minimize the cost of a fixed layout single source distri-
bution system. Although the author claims that the shortest path
tree is generally the optimal network, he provides no empirical
and little analytical support beyond what is necessary to support
the use of the shortest path tree in his optimization model. This

section analytically derives the shortest path tree model and
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3.3.4.1 Analytic Derivation

In a water distribution system external energy is imparted
to water by pumps {pressure energy) and elevated storage reservoirs
(potential energy). The principal internal energy loss is due to
frictional head losses in the pipe. To provide flow to a demand
node i at some minimum energy (head) level, HMINi , involves a
tradeoff between the cost of adding external energy and
reducing internal energy losses. Assuming a fixed tree layout for
a single source network with all links composed of single diameter

pipes Dk of length Lk , the head at node i is

Hy = EL - EL 2 XS, + Z P,

k € PATH |, k € PATH .
si si
n
K, Q L
- Z _'S._.r%_lﬁ (3-22)
k € PATH Dk
si

Whera s is the source node and PATH_i is the set of links, pumps,
>

and elevated storage on the path from source s to node 1.
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Since the precise tradeoff between external energy gains and
internal eneray losses is part of the final, detailed design model,
we will focus an the last term of (3-22) involving internal fric-
tional energy loss. To reduce internal frictional energy loss for
a tree layout involves

1. Increasing the link diameters (Dk) on the unique path from
the source node to the demand node in the current network
layout.

2. Finding an alternate path from the source node to node i
that has the lower total head loss.

Since the first alternative involves detailed design, we will con-

sider the second alternative of finding improved paths.

For any link k the quantity

k. k (3-23)

is the hydraulic gradient and represents the head loss per unit

Tength of pipe. Under normal conditions (peak hour demand) with
each primary link operating near capacity, Jk should be roughly
the same for all links. A rule of thumb for estimating the flow

capacity of a tink [60] is

L s S, e
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QMAX, = 10 Di (3-24)

where QMAXk is in gallons per minute and Dk in inches. Letting all

1inks operate most efficiently at their intended capacities we have

_ n 2n-m _ n _-.8
Jk = Kk 10 Dk = Kk 10 Dk (3-25)

for typical values of n and m. With Dk ranging from 6 to 20
inches D;'a ranges from .23 to .10. A link with an extremely high

Jk (high flow rate versus diameter) is dissipating energy at an
excessive rate and should be replaced with a Targer, more efficient
link. Likewise, an extremely Jow hydraulic gradient implies too
low a fiow in relation to link diameter and a smaller diameter link
or no link at all is in order.

A common engineering design restriction is that the velocity

of water in a link V, remains within fairly narrow limits. Let A

k k
be the cross-sectional area of link k.
T Di TN Kk n
Then Qk = Ak Vk =3 Vk (1] and Jk= (ZQ EE:Eh Vk . Thus, the
k

assumption that Jk is uniform on all links is consistent with this
design restriction on flow velocity. Furthermore, samples of the

hydraulic gradient from several optimization runs of different tree

oy T T, T e ey T TTUCH
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shaped systems lend further empirical support to this assumption.

K S J, equation (3-12) becomes

= - +
Ho = EL_ - EL, Z XS, + Z XP,

Letting J

ke PATH . ke PATH .
si si
(3-26)
-J z Lk
ke PATH .
si

For each demand node we would like to minimize the internal fric-

tional energy losses in lieu of costs. This results in the overall

problem of minimizing

)DIED DI

ieDNODE ke PATHsi

where the decision variable is the path from the source node to
each demand node PATHsi' This is the problem of finding the short-

est path tree rooted at the source node.

A mathematical model of the problem formulated as a path

selection problem is presented below.

P
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PROBLEM P3

NPi
Minimize Z Z LPiJ' V.. (3-27)

NP,
E yijj = 1 e ODNODE (3-28)
3=
yij = 0,1
i e DNODE

where

NPi--the number of different paths from the source node to

node i

LPij--the length of jth path from the source to node i.

1 if path j =1, ..., NPi is chosen

0 otherwise

3.3.4.2 Solution Technique

Finding the shortest path tree in a network is simply the

classical shortest path problem applied to finding the set of
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shortest paths from a fixed root node (source) to all other nodes
(demand) in the network. In the literature the shortest path tree
is formulated as a minimum cost flow problem where each demand node
has a requirement for a single unit of flow and the source node has
NNODE - 1 units to supply. Problem P2 has been formulated as a
more cumbersome 0-1 integer programming problem purely to illus-
trate the conceptual problem of selecting the set of NNODE - 1
shortest paths from the source node to the demand nodes. There are
a variety of efficient techniques for finding the shortest path
tree for a network with nonnegative link costs including dynamic

programming, network flow programming, and Dijkstra's algorithm

[59].

3.3.4.3 Multiple Source Application

The previous discussion and Bhave's work [49] were restricted
to single source networks. To apply the shortest path approach to
multiple source networks requires that each demand node be assigned
to one of the sources. This assignment should be based on source
capacities, nodal demands, and the distances between each source and
demand node. The use of the uncapacitated linear minimum cost flow
model appears appropriate to make this assignment. A statement of

the model is presented below.

PRSPPI o .
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PROBLEM P4
NL INK
Minimize z Lk Qk
k =1
subject to Z Qk - Z Qk = b].
ke, ke T,
i i
i = 1, ..., NNODE -}
Qk 2 0 k = 1, ..., NLINK
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Efficient network flow programming codes are available to solve this

problem. It should be noted that no capacity constraints have been

placed on the 1ink flows. Water pipes are designed to withstand a

certain amount of pressure depending on the pressure class of the

pipe. It has been assumed that sufficiently large diameters are

available to handle maximum flow rates in the distribution system.

The maximum pipe diameter may be estimated using the flow capacity

equation (3-24).

Solution of the linear minimum cost flow problem (Problem P4)

should determine the demand nodes assigned to each source node.
ever, some demand nodes may be supplied by more than one source.

this case, the node can be arbitrarily assigned to either source.

How-

In

. o
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Once the shortest path trees have been found for each source the
trees are connected to form the single spanning core tree. The
choice of connecting links is somewhat arbitrary. Good choices
include the shortest link connecting the trees or the link that
completes the shortest path between the two source nodes. Chapter 6

will illustrate the application of the above techniques to a two-

source distribution system.

3.3.4.4 Empirical Support

To test the goodness of the shortest path tree model an
extensive search of the literature was conducted for papers opti-
mizing specific looped distribution systems. For each network the
shortest path tree was found. By examining the results of the opti-
mization algorithm, the primary links in the core tree were identi-
fied by eliminating the 1inks from the network with minimum flow and
diameters (redundant links). In every case the shortest path tree
and the tree obtained by the optimization algorithm were identical.
Summary information on the network problems surveyed is given in
Table 3-1.

For the distribution system shown in Figure 3-1 consisting
of 7 nodes, 8 potential 1inks, and an elevated storage reservoir at

node 1 all 15 spanning trees were enumerated (Figure 3-6) and the

[ O R T I I e R O
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RESULTS OF CORE TREE LITERATURE SURVEY

TABLE 3-1

No. No. No. No.
Reference Nodes Links Loops Spanning
Trees
Ceredese [47] 20 28 9 135,320
and Mele
Watanadata [40] 4 25 2 8
Kally [35] 9 1 3 52
Jacoby [30] 6 7 2 15
Alperovits & [46] 7 8 2 18

Shamir
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minimum cost design was found for each tree layout. Table 3-2 pre-
sents the minimum cost (column 2) and the tree path length (column 3),
the total length of the tree paths from the source node to each de-
mand node, for each tree layout. A linear least squares fit of the
data yielded a coefficient of determination of .941 confirming the
strong correlation between the actual minimum cost and the tree path
Tength criteria. Columns 4 and 5 of Table 3-2 are results for linear

and nonlinear flow models which will be discussed in section 3.3.5.

3.3.5 Nonlinear Minimum Cost Flow Model

3.3.5.1 Analytic Derivation

The shortest path tree model focused on the problem of mini-
mizing internal energy losses thereby reducing the need for adding
expensive external energy in the form of pumps and/or elevated
storage. Without any regard for external energy costs the minimum
cost tree layout would clearly be a minimal spanning tree with all
links at minimal commercially available diameter. From a total cost
viewpoint such a system would represent an extremely inefficient
use of pipes since 1inks with larger flows would have a very high
hydraulic gradient Jk and would be dissipating excessive amounts

of energy per unit length of pipe.

A




Table 3-2

EVALUATION OF SPANNING TREES
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. Minimum Tree Nonlinear Linear

g1ngs Cost Path flow Flow

Missing ($) Length cost Cost
(ft) (ft-gpm) (000 ft-gpm)
7,8 31,428 35,500 627,074 31,900
6,7 33,684 35,500 657,122 31,900
2,8 35,915 40,000 681,892 34,415
2,6 36,991 40,000 710,055 33,925
4,8 37,955 40,000 769,335 37,300
4,7 43,700 45,500 785,320 43,900
5,7 44,588 47,000 791,005 42,050
4,6 44,834 47,000 846,166 47,480
2,5 47,277 47,000 842,386 44,075
3,6 54,939 59,500 996,833 56,600
2,4 55,267 60,000 941,693 50,425
3,8 55,354 62,500 995,601 59,050
4,5 59,706 56,000 1,008,546 59,660
3,5 61,709 63,500 1,130,716 66,650
3,4 66,991 73,500 1,170,119 68,300
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P

—— oy




77

As in the derivation of the shortest path tree model assume
that all candidate links in the system are operating at the same
optimal hydraulic gradient J. Thus, assuming all candidate links

may have nonzero flow Problem P2 can be rewritten as follows:

PROBLEM P5
NLINK 2, 5.29)
Minimize Ei Kk Lk Qk -

subject to

z q - z q, = b, (3-30)

i € DNODE U SNODE

The feasible region for Problem PS5 is convex since all the
constraints are continuous linear functions. The feasible region
is closed since it contains all its boundary points [17] and bounded
since
0 < Q

Kk = :Z bs

s & SNODE

Since the objective function is continuous, by Weierstrass' Theorem

it attains a minimum over the constraint set [17].




|
|
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The objective function is concave since it is the sum of
nonnegatively weighted concave functions. By Theorem 3 [17, p. 119]
any convex (concave) function f defined on a closed, bounded set
% which has a maximum (minimum) over © achieve this maximum
(minimum) at an extreme point of @ .

The linear constraint set is that of the general uncapaci-
tated minimum cost flow problem. An extreme point of this con-
straint set corresponds to 2 spanning tree for the network [55]. In

this case the optimal solution will be the core tree.

3.3.5.2 Solution Technique

Since the objective function of Problem P5 has the form

NLINK
. ~31
Minimize jz fk (Qk) (3-31)
k =]
NLINK
. - -32
subject to ZE %\ (Qk) b, (3-32)
k =
i ¢ SNODE U DNODE
where fk (Qk) = K L Qk
M =
95k (le Qk
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the problem is separable in Qk'

Instead of solving the problem directly, an approximation
is made in order that 1inear programming can be utilized. Two types
of approximations, callied the §-method and the A-method, are gen-
erally used [55]. The objective function is linearized using a
piecewise-linear approximation. Since the problem involves minimiz-
ing a concave function, restricted basis entry rules must be incor-
porated in the simplex method to insure that the proper sections of
the piecewise-linear approximation are used. Appendix B fully

describes the A-method of approximation used in the research.

3.3.5.3 Empirical Support

Applying separable programming to solve Problem P5 for the
distribution system of Figure 3-1 resulted in identifying the
minimal cost tree consisting of links 1-6. Letting E& =1, i.e.,
all links have the same roughness coefficient, the nonlinear objec-
tive function value (3-29) was evaluated for the remaining spanning
trees and the results are presented in column 4 of Table 3-2. A
JTeast squares fit of the data with the computed total minimum cost
(column 2) had a coefficient of determination of .972. Column 5 of

Table 3-2 shows the results of letting the exponent 2., of Qk in

3
the objective function (3-29) equal 1. Problem P5 then becomes a

vomeh S Abate i @ o RBENG & by G K o
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linear minimum cost flow problem (Problem P3). A linear least
squares fit of the data with the total minimum cost (column 2) gave

a coefficient of determination of .959.

3.4 Comparison of Alternative Core Tree Models

' Examination of exhaustive enumeration, steady state network
; analysis, and direct optimization methods has revealed serious

. deficiencies in these three techniques for selecting the core tree.
This section will present a comparison of the two most promising

| techniques for selecting the core tree--the shortest path tree and
nonlinear minimum cost flow models.

Both the shorteét path tree and the nonlinear minimum cost
flow models were analytically derived from the minimum cost distri-
bution system model using the simplifying assumption that the hydrau-
lic gradient Jk is uniform in all links. However, the shortest path
tree model focuses on the less direct objective of minimizing total
internal frictional energy loss on the path from the source node to
each demand node whereas the nonlinear flow model is directly con-
cerned with minimizing total 1ink costs. The shortest path tree
model implicitly assumes a uniform flow distribution for all nodes
which may affect the results for widely varying nodal demands

whereas the nonlinear flow model takes the actual flow distribution

B i A Supp ciusen it T e T O s e A A ARy . AR W
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into account. Furthermore, the nonlinear flow model can handle
multiple source systems directly without the need to partition the
system intodisconnected trees. Based on the results of Table 3-2,
the nonlinear flow model and its objective function is more dis-
criminating than the shortest path tree model and its objective
function. However, the set up and computer solution time for find-
ing the core tree in a network is somewhat less for the shortest
path tree model.

As discussed earlier the distribution system cost includes
the cost of external energy added by pumps and elevated storage to

insure heads at demand nodes exceed minimum levels, i.e.,

H, = ELS - EL, + 2 XS, + 2 XPk
k € PATH . k € PATH .
S1 S1

(3-33)

- 2 J b, 2 HMIN,

where ELS is the elevation of the reference source node for demand
node 1.

The quantity ELS - ELi - HMINi represents the maximum amount
of internal frictional energy (head) loss before external energy is

needed for demand node i. This quantity is independent of the
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tree path to node j. The quantity

HMIN, + 2 J L
i k
k £ PATH .
S1

K + ELi - ELS

represents the amount of external energy required at demand node i
if positive or the excess head available at node i if negative.
Letting Jk =J , 1f we compute the quantity

AENERGY = Maximum z J L + HMIN, + EL, - EL (3-34)
i ¢ DNODE k i L s
k e PATHsi

where PATHsi is the tree path between source node § and demand
node i , we have an estimate of the external energy that must be
added to the system.

Both models developed implicitly take into account the
requirement to minimize the quantity of external energy added to
the system. However, in the process of generating different span-
ning trees for Table 3-2 certain discrepancies occurred between the
order of costs predicted by the models and the order of actual
minimum costs:

1. Shortest path tree length for the tree formed by dropping

links 4 and 5.
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2. Nonlinear flow cost for the tree formed by dropping links 2

and 5.
3. Nonlinear flow cost for the tree formed by dropping links 2
and 4.
For the first two cases the longest tree path is to node 6 which has
the highest elevation of any demand node. For the third case the
longest tree path is to node 3, the demand node with the second
highest elevation. The combination of maximum

L

ke PATHsi

and maximum HMINi + ELi - ELS (HMINi = 90 for all demand nodes)
resulted in AENERGY for each of the three trees to be considerably
higher than trees with similar tree path lengths and nonlinear flow
costs. Thus, because of the unusually high requirement for expen-
sive external energy, the models underestimated the relative mini-
mum cost of the tree.

Although these cases may appear somewhat pathological, they
represent a limitation on the accuracy of both models over the
entire range of possible tree layouts. Thus, it appears worthwhile
to estimate AENERGY using (3-35) and the resulting minimum nodal

head to check for any irregularities that may occur. 1If the
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minimum nodal head is significantly lower than tree layouts with
similar estimates, the estimate could be adjusted with the AENERGY

term to compensate for the additional external energy required.

3.5 Generation of Alternative Low Cost Tree Layouts

The solution of Problems P3 or P5 provides the water d%stri-
bution system design engineer with a single low cost tree to use as
the basis for the network Tayout. The capability to efficiently
identify and rapidly evaluate alternative low cost tree layouts
appears especially useful. Perhaps, equally important is the need
to avoid inherently expensive network layouts.

The results of Table 3-2 indicate a high linear correlation
between the value of the objective function (shortest path tree and
nonlinear flow) for each tree and the actual minimum cost of the
layout. Given any spanning tree layout, the sum of the lengths of
the NNODE-1 paths from the source node to each demand node (the tree
path length) can be computed with simple arithmetic. Likewise,
given the tree layout and the external flows, the link flows can be é
computed by solving the nodal conservation of flow equation (1-8)
with Qk = 0 for non-tree links. Because of its triangularity,
this linear system of equations may be easily solved using backward

substitution without the need to compute any basis inverse. With

I,
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the Yink flows Qk the nonlinear objective function

is easily evaluated. Thus, once a candidate tree layout is
generated, cost evaluation is almost immediate.

The problem becomes one of generating appropriate candidate
tree layouts. Three possible methods for generating alternative

spanning trees include:

—
.

Exhaustive enumeration

2. Expansion about the core tree

w

Expansion about randomly generated spanning trees.

3.5.1 Exhaustive Enumeration

Application of the Matrix Tree Theorem to the network of
potential links results in the number of trees to be enumerated. If
the number of spanning trees is not excessive, the spanning trees
may be generated using existing algorithms [62] and evaluated as
described above. Ranking the resulting objective function evalua-
tions in increasing order will give the network designer a complete
picture of the relative costs of potential network layouts. This

aids the designer in selecting a set of layouts for further

A o e B~
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evaluation that have desirable but not easily quantifiable design

characteristics and are inherently economical.

3.5.2 Expansion About Core Tree

Cembrowicz and Harrington [36] noted in their studies of
numerical examples a strong correlation between costs and similar

tree structures. A close examination of the tree layouts (Figure

3-6) and the associated costs in Table 3-2 confirms this observation.

Thus, it appears reasonable to consider using the core tree as a
seed to generate other low cost tree Tayouts.

Consider the minimum cost tree for the distribution system
of Figure 3-1 shown in Figure 3-7 and the corresponding optimal
shortest path tree or linear minimum cost flow solution. There are
two non-tree links, 7 and 8, not in the network and each link can
have flow in two directions. Thus, ignoring the possibility of
existing tree links reversing flow direction, there are 4 nonbasic
variables (nontree) (Q7A’ Q7B’ QBA’ and QBB) that can enter the
basis (network). Since there can be only NNODE - 1 basic variables
(tree links) and there are no upper bound flow capacity constraints,
entrance of Q7A s Q7B’ QBA’ or 088 must force another basic variable
(tree link), Qz, Q4, or Q6 to zero and out of the basis (tree). Let

nonbasic (non-tree) variable Q. enter the basis (tree) forming

J
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loop i. The increase in the objective function value, Az, can be

computed exactly as

AZ = Cj a Qi (3-35)

where E& is the reduced cost of nonbasic (non-tree) variable j and
AQi is the change in loop i's flow resulting from link j
entering the tree. AQi is equal to both the flow in the primary
1ink that is leaving the tree {basis) and the external demand at
the node being serviced by the entering link. For the shortest path
tree problem external demands are all equal to one unit of flow.
The value of Ej can be computed directly from the lengths of the
1inks in the unique loop formed by link j entering the network
and the direction of flow on the link. Assuming there are NLINK
total links, the estimated cost of 2 (NLINK - NNODE + 1) tree lay-
outs, i.e., two per unique loop, differing from the core tree by a
single link can be exactly evaluated with 1ittle computational
effort. For the nonlinear cost objective function the cost esti-
mates can be performed using the reduced costs in the approximation
linear program but clearly the results are not exact.

In a similar manner, the more promising of the 2 (NLINK -

MNODE + 1) can be used to generate more alternative layouts.
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However, care should be taken to avoid regenerating trees previously

examined and creating a cycle.

3.5.3 Expansion About Random Tree

Instead of expanding only about the core tree (an inherently
low cost tree) other spanning trees can be considered. Either
systematically or randomly a set of spanning trees can be generated
and the expansion process described above can be performed with each
tree in the initial set acting as a seed for generating other poten-
tial trees. This tree generation and evaluation process can
terminate when the designer feels he has considered the major types

of tree structures in the potential layout.
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CHAPTER 4

SELECTION OF REDUNDANT LINKS

4.1 Introduction

Given the layout of the core tree from the top level model,
the next level in our hierarchical system of models is concerned
with selecting the loop-forming redundant links to complete the net-
work layout. This chapter examines the role of the redundant links
in the operation of a water distribution system, discusses the major
factors in redundant 1ink selection and presents two alternative
models developed to assist the water distribution system designer
in selecting the redundant links. To simplify the presentation the
first part of the chapter assumes a single source distribution sys-
tem. Section 4.4.4 discusses extension of the models developed to

multiple source systems,

4.2 Role of Redundant Links

Considering only the capital and operating costs of a water
distribution system, the results of Theorem I appear to imply that
redundant links serve little use except to add cost to the system.

90
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However, such is not the case. The loops formed by the addition of
redundant links serve the following functions:
1. Reduce water stagnation by providing for improved circula-
tion of water in the network.
2. Retard accumulation of sediment in the pipes.
3. Facilitate cleaning of pipe sediment thereby increasing the
smoothness of the pipe and reducing frictional energy losses.
4. Provide an alternate path from the source node to the demand
nodes in case of primary link failure,
While not attempting to minimize the maintenance-related benefits
of loops, the principal function of redundant links is to maintain
continuity of service to demand nodes cut off from the source by
failure of a primary link. Failure of water mains are usually
attributed to one or more factors, which occur either by themselves
or, more often, in combination. Some of these factors are improper
installation, external corrosion, internal corrosion, soil movement,
temperature changes, manufacturing defects, water hammer, and mis-
cellaneous impacts [63]. Water hammer is extremely high pressure
caused by the sudden closing of a valve or the shutdown of a pump.
Impacts are usually the result of excavation.

In a fully looped water distribution system (usually found

in municipalities) upon detection of a broken link, the shutoff
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valves adjacent to the break are closed. This isolates the broken
section and prevents any further loss of water and property damage.
Depending on the particular system and the type of area (residential,
mercantile, or industrial), isolation valves may be spaced several
hundred to a few thousand feet apart. Because of the redundant
links, water service is cut off to no more than a limited number of
users. For example, the failure of link 3 in the looped distribu-

tion system of Figure 4-1 results in the two isolation valves on

1ink 3 being shut and the rerouting of 3650 GPM along links 2, 7,
and 4.

In a tree shaped water distribution system (usually found
in rural areas) the failure of a water main can have a considerably
greater impact on water service. For example, consider the tree-
shaped distribution system of Figure 4-2 derived from Figure 4-1 by
deleting links 7 and 8. The same failure on link 3 would cut off

demand to nodes 4, 5, 6, and 7 or more than 80% of system demand.

4.3 Redundant Link Selection Factors

Prior to formulating a detailed mathematical model to select
the redundant 1inks to complete the network layout, we will examine

the following major factors that influence the selection decision:
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1. Impact of primary link failure. %

2. Likelihood of primary link failure. ;

3. Capability of redundant links to maintain service in case
of primary link failure.

4. Cost of redundant link.

4.3.1 Impact of Primary Link Failure

The total impact of failure of the larger diameter primary
1ink can be divided into three areas:
1. Cost of water lost prior to discovery of the break.
2. Value of water damage to surrounding public and private
property.
3. Unsatisfied water demand while the failed link is being

repaired which can lead to loss of goodwill. j

The amount of water lost due to failure of a water main
depends on several factors including the nature of the failure, the
flow rate in the pipe, and the time it takes to detect the break.
Leakage from water mains is readily discovered because water bubbles
to the surface or can be detected by leak detection surveys [63].

In any case, the amount of water lost in a break is not especially

relevant to selection of a redundant link but more closely related

to operation and control of the water distribution system. Likewise,
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property damage caused by escaping water depends on the location of
the primary links and the particular operational and control scheme
selected.

After the broken 1ink has been detected and the appropriate
valves closed to prevent further water loss and property damage,
the network layout and the time to repair the broken section deter-
mine the extent of unsatisfied water damand. Given a single source
tree-shaped distribution system, computation of the expected amount
of unsatisfied demand resulting from failure of primary link i is
straightforward.

Let us define the following terms:

5}--the average daily flow rate in gallons per minute on

primary link i
ti--the expected repair time for restoring service on pri-
mary link i in minutes.
Then for the core tree:
ui = ti 6}--the expected amount of unsatisfied demand
resulting from each failure of primary link i
Water distribution systems are usually designed to handle peak
hourly demands which respresent 2 to 4 times the average daily flow
rate [26]. The average daily flow rate is used to compute the

volume of unsatisfied demand since the expected repair time is

:
:
|
{
3
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24-48 hours depending on the location of the failure and the avail-
ability of replacement parts [64].

When service is frequently interrupted by broken 1ink fail-
ures, undesirable customer reactions and public relations result.
Although loss of customer goodwill is an intangible consideration,
Stacha [63] performed an empirical cost analysis of service inter-
ruptions due to link failure and assigned an inconvenience value in
dollars based on the number of service interruptions per year. How-
ever, Stacha makes no attempt to support his figures.

Thus, it appears that the most appropriate measure of the
impact of failure of a primary 1ink is the expected amount of unsat-
isfied demand. Ideally, one would desire to assign utility values
to varying levels of unsatisfied demand to use in making appropriate
cost/reliability tradeoffs. However, because of the lack of any
widely accepted measure of the value of interruptions in water
service [51], such an approach is highly speculative and lacks firm

empirical support.

4.3.2 Likelihood of Primary Link Fajlure

As discussed above, there are several factors which alone
or in combination can account for link failure. Prior to installa-

tion it is extremely difficult to accurately predict the individuai

e
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fajlure rates of each primary link. Other than theoretical analyses
of pipe failure under well defined flow and pressure conditions, no
work has been done to correlate the multiple factors involved in
pipe failure with the failure rate. The only available information
is aggregate historical data for real systems and is usually given
in the number of link failures per year per length of pipe in the
distribution system [25, 63]. Thus, it appears reasonable to assume
that the number of link failures per year for the core tree obeys a

Poisson probability law with parameter

x’z L.

iePL

where A’ is the number of failures per year per length of pipe and

iePL

is the total length of the core tree. Therefore, assuming the fail-
ure rate of each primary link i is also proportional to its length,
the number of failures per year for each primary 1ink also obeys a

Poisson probability law with parameter )’ Li (the expected number

of failures per year on link i). Then, G} =\ L, u, =\ Lt
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is the expected amount of yearly unsatisfied demand (gallons)

resulting from failure of primary link i.

4.3.3 Redundant Link Capability

The capability of a potential redundant link to maintain
service to nodes cut off by failure of a primary 1ink depends on
the location and capacity of the redundant link. 1In the core tree
Tayout the failure of each primary link disconnects a unique set of
nodes from the source. For example, in Figure 4-3 the failure of
primary link 3 disconnects nodes 4 and 6 from the source at node 1
and a total of 350 GPM of flow. Each candidate redundant link can
be classified according to its ability to reconnect the set of nodes
disconnected by failure of each primary link. For example, non-tree
links 8 and 10 can reconnect demand node 6 cutoff by failure of pri-
many link 5, while non-tree iinks 6, 7, and 9 cannot. Non-tree
links 6, 7, and 8 can solve the failure of primary link 2 while
links 9 and 10 cannot.

For a single source distribution system the combined flow
capacity of the redundant links serving the set of demand nodes cut-
off from the normal primary link supply path determines thé Tevel
of service during the broken 1ink emergency loading condition.

As a rule of thumb [60] the flow capacity of link k in gallons per

)
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minute with diameter Dk in inches as

QMAXk = 10 Di (4-1)

As in the derivation of the expression for expected unsatisfied
demand, it will be assumed that all nodal demands are average daily
demands.

Let us consider, for example, the distribution system of
Figure 4-3. Assume the core tree consisting of primary links 1-5
has been installed and average daily demand rates are shown.
Table 4-1 presents a failure analysis for the primary links in the
core tree. Column 2 shows the demand node disconnected as a result
of failure of each primary link, column 3, the total unsatisfied
demand rate, and column 4, the candidate redundant links capable of
reconnecting the failure of each primary 1ink. To provide continu-
ing service for all failure modes a minimum of two links (8 and 9,
6 and 10, 7 and 10, or 8 and 10) must be in the network. Minimum
pipe diameters installed in municipal water distribution systems in
the United States are usually 6 or 8 inches in diameter. Thus, one
feasible solution for covering expected unsatisfied demand would

be to install an 8" pipe (640 GPM capacity) on link 8 and a 6" pipe

(360 GPM capacity) on link 9.
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Table 4-1
PRIMARY LINK FAILURE ANALYSIS

Failure of Total Unsatisfied Redundant
Primary Nodes Flow Rate Links
Link No. Disconnected (GPM) Reconnecting

1 2, 3,4, 6 600 6, 7, 8

2 5 250 6, 7, 8

3 4, 6 350 7, 8, 9, 10

4 3 150 9, 10

5 6 150 8, 10

Ten e - - = o e o
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4.3.4 Redundant Link Cost

As discussed in section 3.3.5.1 the capital cost of 1ink k

is

Since flow capacity is a function of diameter, i.e.,

QMAXk = 10 Di (4-3)

the cost of a link can be expressed as a function of its capacity

b
(QMAXk) 2
¢ = Y\ L, (4-4)

This result is similar to the separable terms of the nonlinear mini-
mum cast flow objective function (Problem PS5) where a uniform

hydraulic gradient Jk was assumed. Thus, a redundant 1ink's cost

increases nonlinearly with its capacity and linearly with its length.

Since in properly designed systems redundant 1inks function
at capacity only under emergency loading conditions (high fire
demand or broken 1ink), the diameter of these links are usually set
to some minimal diameter. Usually there are state regulations [65]

or municipal design standards [66] setting mimimum pipe diameters.
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For fire insurance ratings the state board of insurance will not
count Tinks below a certain diameter (C" or 8") as part of a city's

fire protection system thus increasing the cost of fire insurance.

4.4 Qptimization Models

I[f we consider the failure of each primary link as a separate

emergency loading condition, the problem of selecting redundant
links becomes how to best maintain continuity of service to the
various sets of disconnected nodes. One approach would be to
assume a certain amount of funds were specifically allocated for
redundant links and to formulate a (-1 knapsack problem for select-
ing the set of redundant Tinks with maximum capability. However,
this approach places an unrealistic burden on the system designer
to properly allocate his total budget between redundant 1inks and
all other system components. Another potential knapsack-type
formulation would be to select the best k redundant 1inks where
the objective function could be the number of broken link loading
conditions covered. A]though‘this approach is somewhat more real-
jstic than the previous one, it still assumes that the user already
knows the best level of looping for the system. If k is set too
high, the total! system costs will be inflated by the costs of

installing the excess redundant links at minimum diameter.
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The optimization approach taken in the two models that were
developed was to minimize the costs of the redundant 1inks subject
to satisfying all the broken link emergency loading conditions,
i.e., providing continuity of water service in case of failure of
each primary link. This approach was selected for the following
reasons:

1. The continuity of water service requirements and redundant
link costs are well defined.

2. The minimum cost approach is consistent with the selection
of the minimum cost spanning tree in the first Tevel model.

3. The resulting network layout for the final detailed design
model is economical for operating under both normal and

broken link emergency loading conditions.

4.4.1 Set Covering Model

4.4,1.1 Model Formulation

Let us consider the following integer programming model for

selecting the set of redundant links:
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PROBLEM P6

L 4-5
Minimize ji_ S Y (4-5)
k € PL
subject to
Z e 2T iePL (4-6)
k e PL
= ke Pl
yk 0, 1 L
where

1 if candidate redundant link k is in the

Yy = network

0 otherwise

ck--the total estimated cost of including redundant

link k in the system at minimum diameter

1 if candidate redundant link k is incident to a
node in the set of demand nodes disconnected by
failure of primary link i

0 otherwise

ri--the minimum number of redundant 1inks required to

reconnect the set of demand nodes disconnected due to

failure of primary link i.

ﬁi'iﬂ R S
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PL--the set of primary links in the core tree

PL--the set of candidate redundant links

The objective function (4-5) minimizes the total cost of
installing redundant 1inks at some specified diameter. Because of
the 0-1 decision variable any fixed right of way costs can be
directly incorporated in the cost coefficients. It is assumed
that all redundant 1inks have a common diameter. The set covering
constraints (4-6) require that there are at least rs redundant
1inks in the network to cover the failure of primary link i. Prob-
lem P6 is formulated below for the network of Figure 4-3 with
r. = 1 for failure of primary link 1 and redundant link cost
proportional to link length Lk. The value of ri js set to 1
based on an 8" 1ink diameter for all redundant links. Assuming no
abnormal excavation or right of way costs, the cost of links of the

same diameter is directly proportional to its length.

Minimize bg Yo + Ly ¥ T lg Y ¥ Lg¥g * Ly ¥y
subject to y6 * y7 * y8 2]
Yg * ¥; * ¥y > 1 (4-7)
Yyt Vg t¥g Yy 21
Yt ¥ig 2]
Yg t ¥y 2
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.y6’ .Y7’ y8’ Yg’ .y*lo = 09 ]

4.4.1.2 Solution Technique

Setting ri = 1 for all primary links requires that there
be at least two different paths to each demand node, i.e., fully
looped network. For ri = 1 for all primary links, Problem P6 is
the classical weighted set covering problem which has been used for
a variety of applications including airline crew scheduling
(Drabeyre et al. [69]), political redistricting (Garfinkel and
Nemhauser [70]), optimal attack and defense of a military communi-
cations network (Jarvis [71]), and information retrieval (Day [72]).
Efficient search enumeration techniques are available for handling
the size of problem under consideration (50 rows, 100 decision
variables) [73]. For at least one rs greater than 1 and all
redundant link costs equal, Problem P6 is a multiple set covering
problem for which Rao [74] developed an efficient specialized solu-
tion technique. For at least one ri greater than 1 and redundant
1ink costs not all equal Problem P6 becomes a weighted multiple
set covering problem. Its form is that of a general 0-1 integer
program but with a 0-1 coefficient matrix and all greater than or
equal to constraints. The resulting problem can be viewed as a

simple generalization of either the weighted set covering problem

1

et
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(all r. = 1) or of the multiple set covering problem (all cj equal).
Based on Forrest, Hirsch and Tomlin's computational experience [75]
using the Dakin branch and bound technique with penalty calculations
in which problems with up to 4000 rows and 130 0-1 variables were
solved in times on the order of multiples of two or three of the
first linear program solution time, it appears that existing gen-
eral 0-1 integer programming algorithms are adequate to solve the
size of problem under consideration. Because of the adequacy of
existing general purpose 0-1 algorithms, development of a special-
ized algorithm for the general weighted multiple set covering prob-
lems appears to be unneeded. However, the algorithm of Lemke,
Salkin, and Spielberg [73] f;r the weighted set covering problem
and Rao's algorithm [74] for the multiple set covering problem
might be modified to provide a more efficient algorithm for solving
Problem P6.

Problem P6 requires the user to select ri , the minimum
number of redundant links needed to cover the failure of primary
link i. The selection of v is based on the impact of failure of
primary link i. For each primary link, the expected amount of
unsatisfied demand per year, Ui » can be calculated and used as a
guide for selecting r.o A relatively large G} implies the need

for a higher number of redundant links covering the failure of
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primary link 1i. However, because of the limited availability of
funds U% can be an especially useful tool in ordering priorities
for covering primary link failures. Based on a very low value of
G} compared to other primary links and a high cost of installing
redundant links to solve the failure of primary link i, the deci-
sion could be made to set ri = 0 and not require that failure of
link 1 be covered. This situation might arise for a small
development located far from the other concentrations of demand.

Looping of that section of the network would be delayed until sur-

rounding areas were developed.

4.4,.2 Flow Covering Model

4.4.2.1 Model Formulation

Let us consider Problem P6 in terms of the flow capacity to
the disconnected set of demand nodes that the satisfaction of the
set covering constraints (4-6) implies. Assuming that all candi-
date redundant 1inks have diameter D, then all have capacity 1002.
Multiplying both sides of (4-6) by the 1link capacities qives us

S 10fe, v 2 1007, (4-8)

" ik Yk
kePL

iePL
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Thus, satisfying the set covering contraints (4-6) in Problem P6

implies that the flow capacity of the redundant links serving the

set of demand nodes disconnected due to failure of primary link I

is 10 Dzri GPM.

Next, let us assume that instead of a single diameter each

candidate redundant link k has a set Sk of candidate diameters

to draw from.

Further, based on the peak hourly demand for each

node, we can compute the average total demand rate di for the set

of demand nodes disconnected by failure of primary link

core tree.

integer programming problem:

Minimize

PROBLEM P7

in the

Expanding on Problem P6, we have the following 0-1

(4-9)

(4-10)

(4-11)




where

12

ckj--the total estimated cost of including candidate diame-

ter redundant link jeS  in the network

k
1 if candidate redundant link k with diameter

ykj = ij s Je Sk is in the network
0 otherwise
10 Dij if candidate redundant link k 1is inci-

dent to a node in the set of demand nodes
eikj disconnected by failure of primary link i
where j sSk
0 otherwise
di--the minimum total flow capacity of redundant 1inks
serving the set of demand nodes disconnected due to
failure of primary link i
Sk--the set of candidate diameters for candidate redundant

link k

ij--cand1date diameter je¢ Sk

The flow covering constraint (4-10) serves the same function

as the set covering constraint (4-6) of Problem P6. The inequality

f s B A el T
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constraint (4-11) insures that at most one pipe diameter is chosen
for each candidate redundant 1ink.
Problem P7 is formulated below for the network of Figure 4-3

with Sk = {6, 8 k=6,7,8,9,10,i.e., D, =6 and D =38,

k1 k2

Minimize ¢

66 V56 T 63 Yes T 76 Y76 T 73 Y78 T Cs6 Yae T “ss Yes

96 Y96 * Co8 Yo * 10,6 Y10,6 © 10,8 Y10,8

subject to

360 ygo * 640 y g + 360 y o + 640 y,0 + 360 yoo

+ 640 y88 > 600
360 Y66 + 640 Yeg + 360 Y76 + 640 y78 + 360 Yg6
+ 640 ygq > 250
360 Y76 + 640 Ys8 + 360 Yg6 + 640 y88 + 360 Yo 1
+ 646 Yog + 360 y10,6 + 640 y10,8 > 350
60 Y5 + 640 Yo * 360 V10 6 1 6ag y, > 150 \
? H
i
A
% 1
'..:3 Y
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360 ygq + 640 ygg + 360 yyo o+ 640 ¥ o o > 150
Ye6 ~ Y68 < 1
Y76 7 Y78 1
Y36 * Ys8 <
Y6 * Yog £
10,6 + Y10,8 <
0, 1

Y66* Y68’ Y76° Y73° Y36’ Y88* Y96 Yo’ Y10,6° Y10,8

As before the average daily flow rate was chosen as the
value for di because this is the expected flow over the length of
the emergency loading condition. However, the system designer has
the flexibility to adjust the di values based on any special con-
ditions that may coincide with failure of a specific primary link.

It should be noted that although sufficient flow capacity
may be designed into the redundant Tinks, there is no quarantee
that a primary link failure will not result in some reduction in
water pressure to the disconnected set of demand nodes. The lower
head results from both the higher frictional losses incurred by

increasing flow rates on other primary links and the fact that
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some of the water is no longer traveling to each demand node on the
shortest path. I[f there is a special concern about the precise
performance of the system due to the failure of a specific primary
Tink (see de Neufville et al. [50]), this failure may be formulated
as an emergency loading condition to be handied in the detailed
design phase (see Chapter 5). If deterioration of nodal heads is
sufficiently severe, it may become necessary to have additional

standby pumping.

4,4.2.2 Solution Technique

Unlike the set covering model {Problem P6), the flow cover-
ing modei (Problem P7) does not have any special form and must be
classified as a general 0-1 integer program. A variety of general
0-1 integer programming algorithms are available to solve this
problem including cutting plane, branch and bond, search enumera-

tion, and group theoretic algorithms [68].

4,4,.3 User Design Constraints

Because both redundant link selection models are integer
programs, there is considerable flexibility for incorporating vari-

ous user supplied design constraints into the model. For the set
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covering model (Problem P6) with ros 1 (the simple weighted set

covering problem) Roth [76] has demonstrated a simple technique to

incorporate conditional constraints of the form

Vet D Y 20 (a-12)
J EPLk

where Blk is a nonempty subset of PL and k iﬁlk .

Constraint (4-12) requires that if 1ink k is in the network then

at least one 1ink from the set ELk must also be in the network.

The technique replaces the full set of constraints (4-6 and 4-12)

with an equivalent set of constraints having the same form as normal
set covering constraints (4-6). Thus, in this special case effi-
cient set covering algorithms may still be used.

Constraint (4-12) is a special case of the general set con-

straint which can be useful in refining the system design. Let PL’
be any subset of candidate redundant 1inks that have some common
property, e.g., the set of candidate redundant Tinks incident to a

specific node or a set of nodes. Constraints of the form

|v

(4-13)
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where k 1is a positive integer, may be incorporated in either the
set or flow covering models. Although slightly increasing the com-
putational burden of solving the problem (since only rows are
added), such constraints allow the system designer to explicitly
incorporate various realistic design restrictions into the problem.
It also aids in accurately assessing the impact on total cost aris-
ing from such design restrictions which were formerly only handled

implicitly.

4.4.4 Multiple Source Application

Our prior analysis had assumed a single source distribution
system. Properly located additional sources can reduce the require-
ment for redundant links and provide protection in case of source
outages. To illustrate this situation let us consider the 7-node,
6-1ink, two-source system in Figure 4-4. Node 1 is the principal
supplier for demand nodes 2, 3, and 4, and node 5, the principal
supplier for demand nodes 6 and 7. Failure of a primary link on
the source-to-source path, links 1, 4, and 5, still leaves a path
of primary links from the alternate source to the set of demand
nodes cutoff from their principal source. Thus, the redundant link
requirements of the set and flow covering models must be appropri-

ately reduced. The purpose of this section is to present a
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procedure for assessing the impact of the alternate source on the
redundant link requirements and incorporating this impact into the
redundant Tink selection models.

Given the core tree for a multiple source network, consider
the path of primary links connecting any two adjacent sources,
SOURCEj and SOURCEk . From Chapter 3 we know that each demand node
on the source-to-source path or on a branch from it has as its prin-
cipal source SOURCEJ or SOURCEk » while the other <source serves as
its alternate source. Failure of primary link 1 on the source-
to-source path disconnects a unique set of demand nodes from their
principal source.

Let us examine the problem of supplying some of the unsatis-
fied demand due to failure of primary link i from the alternate
source via the existing source-to-source path of primary links. It
will be assumed in this analysis that the capacity of the alternate
source is not a 1imiting factor.

To assist in this analysis we will define the following
terms:

SSPi—-the‘set of primary links on the source-to-source path

from the alternate source to primary link i
Qk --the average flow rate on link ke SSPi subsequent to

i
the failure of primary link i




i
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QMAXk--the total flow capacity of link k= SSPi when empty

Then, the average excess primary link flow capacity available in
case of failure of primary 1ink i from the alternate source via

the links of SSPi is

EQCAP, = min QMAXk - Qk (4-14)
' kessp, i
i.e., the minimum of the primary link excess flow capacities. The

quantity QMAXk -Q is the excess flow capacity on primary link

k.
i

k e SSPi. The value of Qk. is computed by finding the core tree
flow distribution for aver;ge daily demands at each node and then
simulating failure of link 1i. To determine QMAXk an estimate of
link k's optimal diameter is required. An accurate estimate can be
obtained by solving Problem P1 with no redundant links, i.e., solv-
ing the minimum cost optimization problem for the core tree under
the normal (peak hour) loading condition.

The resulting EQCAPi is then subtracted from di (4-10)
computed using the standard method of failure analysis. The result
is that the minimum total flow capacity that must be provided by
the redundant links, di’ in the flow covering model (Problem P7) is

reduced. Similarly, r,, the minimum number of redundant links

i
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required to cover failure of primary link i in the constraints
(4-6) of the set covering model (Problem P6), may be appropriately
reduced. If either di or ri becomes nonpositive, the contraint
is trivially satisfied and can be dropped from the constraint set.
The above procedure is repeated for each primary link on all
' source-to-source paths in the core tree.

The primary link where EQCAPi is attained is the Timiting

component or bottleneck for alternate source supply. It may be

Tess expensive to build additional flow capacity into an existing

source-to-source primary link than to install a new or larger capa-
city redundant Tink. Next, we will discuss how the alternative of

setting minimum capacities (diameters) for primary links on the

_—

source-to-source path can be incorporated into the flow covering
model (Probiem P7).

Let 1ink k be the bottleneck link for primary link i and
link j be the link having the second Teast excess capacity in
case of primary link 1 failure, i.e., the secondary bottleneck.
Assuming we fix the capacity of link j, the secondary bottleneck,

the quantity

.- Q. - AP. = QMAX. - Q. - QMAX, +
QMAXJ 0Ji EQCP1 Q ; QJi Q K Qki

is the maximum additional flow capacity that can be added to link k

Ay, BT A Wy RS- ; = e - v Amice s o - R . B
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for 1ink k to remain the bottleneck for 1ink 1 failure. To
determine the exact associated increase in diameter of link k,

ADk, we can solve the quadratic equation

10 (0, + 20,)7 = QuAX, - Q,  +Q, (4-15)

where Dk is the estimated diameter of link k obtained from the

minimum cost core tree optimization. However, since the pipe
diameters are discrete and pipe cost is a nonlinear function of
diameter (capacity), consider increasing the diameter of link k

to each commercially available diameter between the current diameter

Dk and the next commercially available diameter ahove Dk + ADk .

For each of thesa diameters, ij ,» J e Sk , the gain in flow capa-

city is equal to

2
10 ij - QMAXk if ij < Dk + ADk and

QMAXj - jS - QMAXk + Qki if ij > Dk + ADk

The additional cost of replacing a link of diameter D, with a link

k

of diameter D . s
kJ
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To allow us to compute the correct value of the additional
flow capacity on the source-to-source path to link i we had to
assume that the capacity of the secondary bottleneck, 1ink j , the
reference 1link, remains constant. If link j 1is not a bottleneck
link for the failure of some other primary link or the increases in
Dk are limited such that link k remains the bottleneck link for
primary link 1 , then, using the added flow capacities and costs
defined above, primary link k may be treated just like any other
redundant jink and included directly in the flow covering constraint
for primary link 1.

The case in which link j , the secondary bottleneck 1ink,
is a bottleneck for aéother primary link greatly complicates the
problem; the reference capacity for the bottleneck link becomes a
decision variable. Attempts to incorporate this case into the flow
covering model result in constraints that are the product of two
0-1 variables. Separability of the resulting yk yj terms can be
induced by the substitution Y Y5 * 9k2 - §k2 , and adding the
constraints }k = %-(yk + yj) and ij = % (yk - yj). The new deci-
sion variables 9k can only assume discrete values of 0,-%, and 1
and 9j of 0, %, - %, and 1. Thus, the flow covering model

(Problem P7) would become a nonlinear integer program.

i o n




124

However, because of the relatively small number of decision
variables affected by this case and the considerable additional dif-
ficulty and effort to develop an algorithm to solve this problem,
it appears that selective enumeration is the most appropriate solu-
tion technique. This procedure involves systematically fixing the
diameters of links that were both primary and secondary bottiesnecks
at current or higher diameters, soiving the resulting flow covering
model (Problem P7) and finally comparing the optimal objective
values taking into account the added cost and capacity of links set
above current diameters.

Let us consider applying the above procedure to the 11-node,
21-1ink network of Figure 4-5 supplied from nodes S1 and S2. The
core tree consists of links 1-10 and the candidate redundant links
11-21. The average daily flow distribution depicted in the figure
shows that S1 is the principal source for nodes 1, 2, 3 and 5 and
S2 for the remaining 5 demand nodes. Assume that minimum cost
optimization of the core tree results in optimal diameters of 14,
10, 6, and 12 inches for links 1, 4, 6, and 10, respectively.

Table 4-2 shows the calculation of EQCAPi. Based on the results

of Table 4-2, the alternative to increase the minimum diameters of

[P

the bottleneck links, 4 and 6, should be incorporated into the flow

- Sramean

covering model (Problem P7).

s

! " oAt PNl o
TR T Rk ™, S 2T PN =§f o




125
Table 4-2
PRIMARY LINK BOTTLENECK ANALYSIS
LiNK Dk QMAXk QMAXk--Qk1 QMAXk- Qk4 QMAXk -Qk6 QMAXk- Qk]o
(IN) (GPM)

1 14 1960 -- -- 1160 1160

4 10 1000 1000 -- 700 700

6 6 360 260 260 -- 360

10 12 1440 640 640 -- --
Bottle-

neck 6 6 4 6
Link

EQCAPi 260 260 700 360

WAW s on st
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4.4.5 Comparison of Models

The set and flow covering models will be compared on the
basis of utility, ease of formulation, and ease of solution.

Problem P6, the set covering model, handles the problem of
covering the failure of primary 1inks by explicitly focusing on the
guantity of redundant links required and only implicitly consider-
ing the flow capacity provided by the redundant 1inks. On the other
hand, Problem P7, the flow covering model, explicitly takes into
account the minimum flow capacities which the redundant 1inks must
provide in case of each primary link failure. Consequently, the
flow covering model, provides a solution which specifically
addresses the concerns expressed by previous researchers (Wantana-
data [40] and Alperovits and Shamir [46]) over what diameter to
select for the redundant links in order to provide a well-defined
level of reliability. Thus, the solution of Problem P7 which pro-
vides both the optimal redundant 1inks and their minimum diameters
is significantly more useful to the system designer.

The formulation of the coefficients of the covering con-
straints for both models, (4-6 and (4-10), is similar since the
basic failure analysis is the same. The flow covering model
elaborates upon the 0-1 covering matrix of the set covering model

by incorporating capacities of redundant links and allowing a choice
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of redundant 1ink diameters (capacities). Because of the more pre-
cise nature of the flow covering approach to solving the broken 1ink
emergency condition, the selection of the minimum flow capacity
requirement for each primary link failure, di’ in the flow covering

model can be defined in a much less arbitrary manner than the mini-

mum number of redundant links required, ros in the set covering model.

Analysis of the structure and size of the constraint sets
reveals that, in general, the set covering model, is somewhat easier
to solve than the flow covering model. The constraint set of Prob-
lem P6 is identical to the standard set covering problem and as
previously discussed may be solved efficiently using special tech-
niques. Except in the special case where it is equivalent to a set
covering problem, i.e., each candidate redundant link has only a
single candidate diameter, the flow covering model is a general 0-]
integer programming problem requiring more complex solution tech-
niques. Furthermore, the flow covering model requires an additional
|PL| equality constraints (4-11). More important from a computa-

tional viewpoint a total of

2, 1%

kePL

decision variables are needed for the flow covering model whereas

[ i

]
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only {Eli are required for the set covering model. The computa-
tional results of applying a general purpose 0-1 integer programming
code using both models on a realistic size problem i1l be presented
in Chapter 6. Thus, the question of which is the superior model
hinges on the value of the additional information obtained from the

flow covering model (Problem P7) versus the increased computational

cost of solving this more complex problem.
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CHAPTER 5

DETAILED SYSTEM DESIGN

5.1 Introduction

Given the total network layout (including the minimum
diameters for all redundant and certain primary links), the purpose
of the third level model of the hierarchical system is to assist the
water distribution system designer in the detailed system design.
The detailed system design involves selecting

1. Link diameters

2. Pump capacity and arrangement

3. Height of elevated storage reservoirs.
After discussing emergency loading conditions, we will present the
mathematical model developed to solve the detailed design problem
including the solution technique and its application to a small exam-

ple problem,

5.2 Emergency Loading Conditions

To insure reliable water distribution the system must be
designed to accommodate the range of expected emergency loading
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conditions. The major types of emergency loading conditions to be
considered are:

1. Broken primary links

2. Fire demands

3. Pump/power outages
Each of the above conditions will be examined with an emphasis on
describing its impact on the system, developing relevant measures
of system performance, and designing into the system the capability

to handle the emergency loading condition,

5.2.1 Broken Primary Link

As discussed in Chapter 4 the major impact of a broken pri-
many link is the interruption or reduction in flow to the set of
demand nodes serviced by the primary link. The set covering model
(Problem P6) and the flow covering model (Problem P7), developed in
Chapter 4, insure that sufficient flow capacity is built into the
critical links of the system, redundant and primary, to provide
acceptable performance at minimum cost in case of primary link
failure. ‘

A secondary measure of performance, first used by d; Neuf-
ville et al. [50], is the pressure at the demand nodes. Theoreti-

cally, the detailed design model could also consider the failure
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of each primary link as a separate loading condition and use some
function of nodal pressures as the measure of performance. However,
the computational burden of solving such a large problem would be
prohibitive and the potential for distortion of the link design
under such a multitude of diverse, unusual flow conditions is con-
siderable. Nevertheless, to illustrate its proper treatment we will

analyze and solve a detailed design problem with a single primary

link failure in Section 5.5.4.

5.2.2 Fire Demand

The pgrformance of a water distribution system during a fire
is critical because of its impact on loss of 1ife and property. The
potential for property loss is best reflected in the cost of fire
insurance. In most U.S. cities fire insurance rates are a function
of the level of fire protection as defined by the Insurance Services
Office (I1S0). Most municipalities are graded by the ISO and classi-
fied according to the quality of their fire protection. The ISQ's

grading schedule [77] rates the following five areas:

1. Water distribution system
2. Fire department

3. Fire service communications
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4. Fire safety control

5. iliscellaneous additional areas
The water distribution system accounts for 30 percent of the rating.
Municipalities which the ISO assesses as having better fire protec-
tion benefit from lower insurance rates. Total fire protection cost
is the sum of both the tax dollars spent for fire protection services
(public expenditures) and fire insurance premiums paid by residences
and businesses (private expenditures). Seward, Plane and Hendrick
[78] developed a 0-1 integer programming model for allocating public
funds among various fire service projects to achieve a .pecified IS0
rating at minimum cost. Thus, the performance of the water distri-
bution system under the expected fire demand loading is a major con-
cern of the system designer.

A fire requires a high fiow rate of water concentrated at a
single demand node for several hours. The major concern and princi-
pal measure of performance in the fire demand loading condition is
delivering the required flow rate at sufficient pressure to be used
by the fire fighting equipment. The IS0 [77] provides guidelines
for estimating fire-flow requirements and duration at various loca-
tions throughout a municipality. Their formulas for computing fire-

flow requirements, originally based strictly on population, have in

recent years been modified to take into account the varying fire-
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flow requirements of the commercial, industrial, warehousing, insti-
tutional, apartment, and dwelling districts in a city. The pressure
requirements at the fire demand node may vary considerably based on

the type of fire pumping equipment used and the height of the build-
ings in the particular district.

To deliver the required fire demand flow rate over the
expected period of time requires sufficient water in storage over
and above normal peak hour demands and for pumping systems may
require additional standby pumps. Three possible methods exist for

the distribution system to provide the necessary pressure [24]:

1. The maintenance of sufficient pressure in the mains at all
times for direct hydrant service for hose streams.
2. The use of emergency fire pumps to boost the pressure in the
distribution system during fires.
3. The use of a separate high-pressure distribution system for
fire protection only.
Typically, municipalities [66] and state regulations [65] set mini-
mum pressure levels (e.g., 46 feet), that the distribution system

must maintain under all expected emergency loading conditions.
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5.2.3 Pump/Power Qutage

The horizontal centrifugal pump is the most commonly used
pump for waterworks duty because of its low cost and the great vari-
ety of designs available to meet a wide range of pumping conditions
{25]. Unscheduled shutdowns are usually due to problems with the
pump's seals, packing, bearings, or balancing [79]. Unlike other
industrial equipment there is little published data on the mathemat-
ical availability of pumping equipment [79]. Messina [79] suggests
using an availability of 99.3 percent for centrifugal pumps for the
purpose of evaluating alternative pumping arrangements.

The impact of unscheduled pump shutdowns on a water distri-
bution system depends on the system demand, the number of pumps and
their arrangement, and the time to repair the failed pump. The
potential impacts of pump failure include shortfails in water supply
and/or reduction in nodal pressures. Damelin, Shamir, and Arad [51]
have concluded that for municipal water distribution systems, the
economic value of shortfalls in supply cannot be determined as a
function of their magnitude and time of occurrence. Therefore,
based on the lack of adequate pump failure data, the difficulty in
evaluating the economic impact of pump failures, the great variety

of possible series and parallel pumping arrangements, and the

e
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inherent uncertainty in the design of a new distribution system,
standard guidelines [26] were consulted to determine the initial
number of primary pumps for normal (peak hour) demand. The number
and capacity of standby pumps will be determined by applying the
basic fire demand loading with selected pump(s) out of service in
accordance with standard fire insurance rating requirements [80].
Both the number of primary and standby pumps and their capacities
can be varied parametrically to properly assess the appropriate
tradeoff between cost and reliability.

The possibility of an electrical power outage for the dis-
tribution system heavily dependent on pumping demonstrates the need
for standby pumping that uses an alternate power source such as
gasoline or diesel fuel. The motors for these standby pumps are
less efficient than the electrical motors normally used, thus reduc-

ing the overall efficiency of the pump-motor combination and

increasing their costs.

5.3 Description of Mathematical Model

In order to fully describe the detailed design model we will
formulate the mathematical model for a small example distribution

design problem. The distribution system and the associated normal
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and emergency loading conditions were selected to illustrate the full
capability of the model. This section will conclude with a formal

statement of the mathematical model.

5.3.1 Example Distribution System

The layout of the example distribution system is pictured in

Figure 5-1.

5.3.1.1 Nodes

, The system consists of 8 nodes, 6 demand nodes and 2 source
nodes. The source at node 1 is an elevated storage reservoir and

there is a pumping station at the source at node 8.

5.3.1.2 Links

The lengths of the 9 links are also given in Figure 5-1.
Applying the shortest path tree model (Problem P3) with source capa-

bilities and normal nodal demands as shown in Figure 5-2, the core

tree for source node 1 and demand nodes 2, 3, 4, and 5 consists of
links 1, 2, 3, and 4. For source node 8 and demand nodes 6 and 7
the core tree consists of links 6 and 9. Connecting the separate
trees using link 5, the shortest link between the two trees, we have

the core tree for the total system consisting of primary links 1, 2,
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3, 4, 5, 6, 9, and the redundant links 7and 8. The same results are
obtained using the nonlinear minimum cost flow model (Problem PS).
Identification of the core tree, even in the case where the network

layout is given, is very useful in selecting a good initial flow

distribution for the normal lcading condition for the solution algo-

rithm, i.e., by concentrating the majority of flow in the primary

1inks.

5.3.1.3 Pumps

Based on guidelines from Al-Layla et al. [26], a total of
4 pumps, 3 fixed speed pumps with identical flow and head 1ift
capacities and a variable speed (flow) standby pump are used at
node 8. All pumps are designed to operate in parallel with each
cther; thus, the total flow output of the pump station is the sum
of the flows of each of the pumps and the pumps operate at a common
head 1ift. Pumps operating in series add their head 1ifts and each
pump has the same flow rate. The standby pump must be designed to
be capable of replacing the normal pumps under normal loading con-
dition and provide the additional flow requirements of the fire
demand loading conditions. These two flow/head 1ift operating

points can be used to develop the standby pump's operating
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characteristic curve. A typical pump characteristic curve is shown

in Figure 5-3.

5.3.1.4 Elevated Storage

The capacity of the elevated storage reservoir at node 1 has
been designed to satisfy demand at its associated demand nodes and
provide a certain amount of fire demand flow to assist in fighting
fires at all demand nodes. The elevation at node 1 is the height of
the water level in the reservoir which varies over the course of the
day. The assumed elevation of node 1 for each of the normal and
emergency loading conditions is based on the nature of the loading
condition. For example, for the broken Tink Toading condition a
time weighted average value can be used. The maximum height that

the storage can be elevated is 50 feet.

5.3.1.5 Loading Conditions

5.3.1.5.1 Normal

The peak hour demand loading, shown in Figure 5-2, is the
single normal loading condition. There are several good references

to assist the designer in estimating normal demand requirements [1,
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24, 25, 26, 27, 28, 65]. The three parallel pumps are assumed to

be operating at maximum flow/head 1ift capacity.

5.3.1.5.2 Emergency

The model formulation presented in the following sections
is based on the single fire demand emergency loading condition shown
in Figure 5-4. An additional emergency loading condition, failure
of primary link 3, shown in Figure 5-5, will be added to the model
during solution of the example problem in section 5.5.4. Using zon-
ing maps and ISO guidelines [77], the required fire flow at each
demand node can be estimated. A comparison of the severity of fire
demand at each node taking into account the fire flow demands, the
proximity of the node to a source, and the relative nodal elevation
allows the system designer to select the appropriate fire demand
loading condition(s) for the detailed design model. For a munici-
pality the controlling fire demand requirement is usually located in
the downtown district. Consistent with fire insurance guidelines
[80], the fire flow requirements are added to the peak hourly demand
loading and one of the normal pumps is assumed to be out of service.
Thus, the variable speed standby pump must be capable of replacing
the flow normally provided by the out-of-service pump and node 8's

share of the 3000 GPM fire demand at node 6.

ek s

cwges TR ERE. e o R




144

9 JAON 1V UNVW3IG FY¥IJ Wd9 000€
NOILIGNOD 9NIGVOT ONVW3Q 3¥I4

$-G aunbL4

[0g8-]

(Wd9) 7 A
butpeop y juty — —
uo Moy (eLtu] - ((3)7p) & oL
s S Al S 8
(2)")
[009-1\ ¥ v w\¥moom_-u
L >
mm € 111 mw L
() ) o5 ((2)%)
L Z
[ooz¥] [osv-] [osb-]

W K h st

UG S, il 3

po——




145

NIN0UE € ANIT
NOILIGNOD ONIQVOT MNIT AYWYWIYd NINOYS

G-G 9unbiy

(Wd9)
3 Butpeoy ¥ yur| ,
uo Moy eijtuy - ((3)"b)

fosetL] [sz2z-] [szz-]

<]
.n_w [ostL]




146
5.3.2 Constraints

In this section each type of constraint will be illustrated
by deriving the corresponding constraint for the mathematical model

of the example distribution system design problem shown in Table 5-1.

5.3.2.1 Normal Loading Pressure Constraints

Under normal loading conditions, the pressure or head at
each demand node 1 must exceed a minimum level HMINi. Municipal
(66] and cstate [65] regulations mandate this requirement. The min-
imum pressure level (usually 85-105 feet) is assumed to provide
adequate water pressure to the individual consumer. Because of
individual consumer needs, minimum pressure requirements may vary
within the same system.

To define the head at each demand node, i.e., nodes 2-7, a
head path constraint must be written starting at a node with a
known head, i.e., nodes 1 or 8, describino the head losses and gains
along the path of nodes and links to each demand node.

We know that the head loss on link k on loading 2 s

K [, (21" L
AHFk(i) = - (5-1)

Dy

SR VT

me



147
Table 5-1
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Table 5-1 continued
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Table 5-1 continued
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where link k has a single diameter Dk .

Head gains are provided by elevated reservoirs and pumps., The addi-

tional head XSk provided by elevated reservoir k at a source

node represents the height added by the structure supporting the

reservoir. Likewise, XPk(l) is the head 1ift added by pump k on

Toading 2 . The resulting combination of flows and head 1ifts of
a pump over all loading conditions can be used to define the pump's
desired characteristic curve.

Thus, from Figure 5-2 the head at node 4 under the normal

loading (loading 1) is

H4(1) H](l) - EL, - AHF](l) -AHF3(1)

4

= EL} + XS] - EL4 - AHF](1) - AHF3(1) (5-2)

K, [Q,(1", k., [Q,(11"

=(EL]-EL4)+XS1-1 1 1 3% 3
0 0

The quantity EL] - EL4 is the potential energy of water at node 4
referenced to node 1.
The head at node 4 could instead be referenced to node 8 as

follows:

NP —— L2 smur

- — - ———————
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H4(1) = (EL8 - EL4) + XP](1) -

n n
% LI kLo (I
m m
DG DS

where XP](l) is the common head provided by the three parallel
pumps at the pump station. Since the three identical pumps are
operating in parallel, each pump provides one-third of the total
flow capacity at the same head lift.

Instead of each link having a pipe of only a single diameter,
define Sk as the set of candidate diameters that segments of 1link
k may assume. Standard adaptors can be used to connect pipes of
different diameters. For example, for link 3, segments of pipe with
14 or 16 inch diameter may be combined to make up its 1000 foot

length, ;

Let Xij be the length of pipe of diameter j eSk to place i
on link k . Sk is a subset of the commercially available pipe
diameters. Sk may be restricted to satisfy the minimum diameter

requirements for broken link emergency loading conditions, statutory

regulations [65], and minimum and maximum normal hydraulic gradient

(velocity) limits on normal loading 1ink flow. Furthermore, due to
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computational considerations the specific 1ink diameters from Sk
used in the model at any instant may be limited and changed as
necessary to find an improved solution.

The head loss on a link with segments of different diameters
is the sum of the head losses on each of the separate segments of

the Tink. Thus, the head loss on 1ink 3 for loading 1 is

n n
a1 K01 4

AHF. (1)
3 m m
0% (14)
(5-4)
n
+ QLML 0
(16)"
where
Ky + Hgqe = Ly = 1000

D3 can be considered to be the diameter of a single equivalent pipe

1000 feet long that would provide the same frictional loss as the

segments of the set of candidate diameters.

To simplify notation let

= 10471 _ (5-5)
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computational considerations the specific link diameters from Sk
used in the model at any instant may be limited and changed as
necessary to find an improved solution.

The head loss on a link with segments of different diameters
is the sum of the head losses on each of the separate segments of

the Tink. Thus, the head loss on link 3 for loading 1 is

n n
KLa3(1% Kl (I'K 4,

AHF_ (1) =
3 m m
D3 (14)
(5-4)
n
+ KLa(MTXL, g
(16)"
where
XL3’]4 + XL3,16 = L3 = 1000

03 can be considered to be the diameter of a single equivalent pipe
1000 feet long that would provide the same frictional loss as the
segments of the set of candidate diameters.

To simplify notation let

10,471k
%3 ()"0, )" (0,.)" (5-5)
) (O Kj
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where ij is a diameter from the candidate set Sk . For nota-

tional purposes we will let j = ij . The head loss on link 3 on

loading 1 is now written

- n ) n
AMF3(1) = Ky 1[0 TXLy g+ Ko (6l 4o (5 6y

where the quantity K3j[Q3(])]n is the hydraulic gradient. Letting

HMIN1(1) = 90 feet for all demand nodes, we have for node 4

- n
Hg(1) = (BLy = ELy) + XSy = Ky [0 (NI (¢
n n
- Ky qglQ(DTRLy qg - Ky 1[N TXL; 4y (5-7)

n
" K316l05(1 T XLy 45 2 HMIN, (1)

Substituting for constants, multiplying both sides by -1, and moving

the constants to the right hand side we have

n n
XSy + Kyl TXL, e+ Ky gl (NTXL; g

(5-8)
n n
+ Ky 140N TXLy 10+ Ky (o [Q(MTXLy g < 5

Inequality (5-8) corresponds to constraint (3) of Table 5-1. To

e ]
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illustrate the structure of the model in an economical manner only
two candidate diameters are shown for each link and only 2 of the
6 possible minimum head constraints (nodes 4 and 6) for the normal
loading condition (inequalities (3)-(4)) are shown in Table 5-1.
Head constraints for the emergency loading are constructed
in a similar manner to those for the normal loading. However,
instead of serving as a constraint for defining the feasible region,
these constraints are used to define the objective function. Con-
straints (1) - (2) of Table 5-1 are the head constraints for loading

2 and will be discussed at length in section 5.3.3.

5.3.2.2 Loop/Source Constraints

For the steady state conditions three requirements must be
satisfied:

1. The sum of flows entering a node must equal the sum of
flows leaving a node.

2. The sum of frictional head losses around any closed ioop
must equal zero,

3. The sum of the head losses between any two fixed head nodes,
e.g., reservoirs or other sources, must equal the difference

between the fixed heads at these nodes.

e
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Condition 1, nodal conservation of flow, is satisfied in the
model by the user selecting an initial link fiow distribution that
satisfies this requirement. Subsequent flow changes are made so
as to maintain the initial conservation of flow.

Condition 2, conservation of energy around a loop, is satis-
fied by writing loop equations for each independent loop in the net-
work. Loop equations are written in the same manner as head path
constraints except that the starting and ending nodes are the same.
Head changes due to booster pumps or elevated reservoirs located
along the loop path are ignored.

For the example distribution system there are four loop
equations--two for each loading condition. The loops and their
initial flows are shown in Figures 5-2 and 5-4. The clockwise arrows
indicate the positive flow direction. The loop equation for the

normal loading Toop I is

n n n
Ky LA (NTXL, o - Ky glONTXL, o+ Ky 1, [Q5(1NIKLS 4y

n n

* Ky 16l Q(NTXL; 1o+ Ky 10l (TR, g (5-9)
n n

* Ky 12l0 (NI p + K (L0, (TITRL 6

n -
* K7’8[Q7(1)] XL7,8 =0
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The loop equations for the example problem are constraints (5) - (8)
in Table 5-1.

Condition 3 represents the physical requirement that external
energy added to the system (potential energy due to elevation and
pressure energy from pumps) is conserved. The source equations
establish a common reference point among all fixed head nodes allow-
ing nodal head constraints to be written starting at any fixed head
node in the network. Since there are two source nodes, source equa-
tions have been written--one for each loading. The source equation

for the normal loading condition is

n n
XSy # XP (1) + Ky qalQ (TR, o+ Ky 1ol0 (NTXL) g

n n
Ky gl TRL, Gy Ky [0 (TTXL, o

+

n n
Kg, 1000 (N TRL, 1o+ Ky 100 (TR, 4, (5-10)

n n
- Kg,6l0g(1N 17 XLg o - Kg olQg(1)I7XLg ¢

n n _ _
) K9,]6[09(1)] XLg‘]s = K9,18[09(1)] XL9,18 = EL] - ELB 20

Constraints (9) -(10) of Table 5-1 are the source path equations for

both loadings.

o
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5.3.2.3 Length Constraints
For each link a length constraint of the form
z s = by (5-11)
J eSk

k=1, ..., NLINK

must be written to insure that each link is fully defined. Con-

straints (11) - (19) of Table 5-1 are the length constraints.

5.3.2.4 Storage Height Constraints

By increasing the height of elevated storage, the head at
each node in the system on all loadings is increased by the eleva-
tion of the structure XSk . Depending upon the size of the storage
reservoir, the topography of the area, and safety considerations, it
may not be possible or desirable to build a supporting structure for
the reservoir above a certain height. Also, elevating a balancing

storage reservoir too high may hinder its filling during periods of

low demand. Thus, a constraint of the form

XS, S SHMAX, (5-12)

must be included in the model where XSk is the number of feet to

add to elevated storage k and SHMAXk is the storage height
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limitation. Constraint (20) of Table 5-1 is the 50-foot height

1imit on the elevated storage at node 1.

5.3.2.5 Pump Capacity Constraint

Likewise, there may be limitations on the capacity of a
pump due to
1. Capacity of an existing pump
2. Limitation on the capacity of available pumps
3. Pump operating level constraints arising from
a. Operation of the same pump on different loadings
b. Operation of pumps in parallel
The first two types of constraints involve comparison of the
pump capacity against a known upper or lower bound. These con-
straints may be written in terms of either a head or a horsepower

1imit as follows:

PHMIN, < XP (2) < PHMAX, (5-13)
v QP () XP (2)
HPMIN, < 555 < HPMAX (5-14)

where

PHMINk--the minimum head for pump K

i v
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PHMAXk--the maximum head for pump k

HPMINk—-the minimum horsepower for pump k

HPMAXk--the maximum horsepower for pump k

QPk(z)--the flow rate through pump k wunder loading 2
wk——the combined pump-motor efficiency of pump k

y--the specific weight of water at the kiiown temperature.

Constraint type 3.a arises from the need to establish pump
capacity limits which may be used to properly assess the cost of a
pump which operates on more than one loading condition. The cost of
a pump is a function of its maximum flow rate and head 1ift [45].
Although a pump may operate on muitiple loading conditions, each
pump can be associated with a particular loading condition, its
critical loading condition, for which the pump is being primarily
designed to operate. For example, the set of three parallel pumps
in the example problem are principally designed for efficient, eco-
nomical operation during the normal loading condition. On the other
hand, the critical loading condition for the variable speed standby
pump is the fire demand loading condition. The flow rate and head

on the critical loading condition determine both its cost and the
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capacity limits for its operation on other non-critical loading
conditions. The general form of constraint type 3.a is

XP(2) < XPk<2Ck) (5-15)
yQPk(Q)XPk(l) YQPk(lck)XPk(zck)
< (5-16)

550 Ny 550 an

where lck is pump k's critical loading condition and Toading 2
is any other loading for which the pump operates. In the example
problem the set of normal parallel pumps operates on both loading
conditions with loading 1 as the critical loading. Since parallel

pumps operate at the same head and the pumps are operating at the

same maximum flow capacity on both loadings, the constraint

| X (2) < Xpy(1) (5-17)

applies.
Constraint 3.b arises from the requirement that pumps oper-
ating in parallel must work at a common head 1ift. Thus, for the

standby pump, pump 2, operating in parallel with the two remaining

normal pumps we have

XP2(2) = XP](Z) (5-18)
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However, since pump 1 is already costed out in loading 1, and both |
pump 1 and pump 2 (which is costed out on loading 2) deliver the o
same nonadditive head on Toading 2, constraints (5-17) and (5-18)

may be replaced by |
Xp,(2) < xP(1) (5-19) |

which corresponds to constraint (21) of Table 5-1.

5.3.2.6 Budget Constraint

This section examines the individual cost components of the
budget constraint (constraint (22) of Table 5-1) some of which have
been introduced in Chapters 3 and 4 and briefly addresses some con-
siderations in selecting the maximum budget level. However, discus-
sion of an analytical method for selecting BMAX, the maximum bud-
get 1imit, had been deferred until section 5.4.2 after development
of the necessary analytical tools.

There are two major classes of costs associated with water
distribution systems--capital and operating costs. The distinction
between capital and operating costs is important because of the

different method of calculating and financing each cost.
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5.3.2.6.1 Capital Costs

Capital costs are the investment costs of the water distri-
bution system. Capital costs represent the complete cost of acquir-
ing and installing links, pumps, and elevated structures for storage
reservoirs. Because of the high initial capital costs of either
installing a new water distribution system or making a major expan-
sion to an existing water distribution system, municipalities gener-
ally finance the capital costs by issuing bonds. Although the face
value of the bonds may represent the total capital costs of the dis-
tribution system, because of the time value of money, the capital
costs must be converted using present value analysis to a stream of
equivalent uniform annual costs to allow capital costs to be be com-

bined with annual operating costs.

5.3.2.6.1.1 Pipe Capital Cost

The expression for the capital cost per foot of pipe
(5-20)

was covered in section 3.2.2.1. The graph of this convex function
for 2] = 1.01 and 22 = 1.29 is shown in Figure 5-6. This

expression assumes a cast-iron pipe of a specific tensile strength

T
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(pressure class). Certain links in the system may require pipes in

a higher pressure class due to unusual pressure conditions.

5.3.2.6.1.2 Pump Capital Cost

The capital cost of installed pump k 1in dollars is [48]

[ 2
2 [opk(zck)] 5 EXPk(zCk)] 6 (5-21)

where 24, 25, and 26 are constants. Per section 5.3.2.5 2 is

“k

the loading condition for which pump k is principally designed to
operate. The graph of this concave function for a fixed flow of
1500 GPM and 14 = 16.14, 15 = .453 and 16 = ,642 (1976
prices) is shown in Figure 5-7. For identical pumps operating in
parallel each pump shares an equal part of the total flow rate on
the 1ink and has the same operating head. Thus, for pump k com-
posed of NPPUMPk parallel pumps the total capital cost is

L

(e )]s .

k 6
NPPUMP, -+ g, PR, [xpk (zck)] (5-22)
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5.3.2.6.1.3 Storage Height Capital Cost

Although the total capital cost of an elevated storage reser-
voir depends on its capacity, type of design, and elevation, since
the reservoir design is fixed in our model, we are concerned only
with the cost of building a structure to elevate the reservoir.

From section 3.2.2.1 we have that the cost of elevating the reser-

voir is directly proportional to its height [46], i.e.,

STCk XSk (5-23)

5.3.2.6.2 Annualizing Capital Costs

Before discussing the operating cost, we will discuss a
method for converting capital costs to equivalent uniform annual
costs (EUAC) which can then be combined directly with annual oper-
ating costs [56]. Assuming that capital costs are to be repaid in
equal annual installments over the useful life of the capital equip-
ment {(NYEAR) at an interest rate of I with SV as the ratio of
the initial value of the investment to its salvage value, the annual

capital recovery factor is

NYEAR
CRF = (l—ilill————- ) (1-SV) + I(sv) (5-24)
(1+1)

NYEAR_,

G P
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The values of NYEAR wused in the model are 30 years for pipe and
reservoir capital costs and 15 years for pump capital costs [48].
An interest rate of .06 and salvage ratio of .1 [48] were used for
311 capital equipment. The appropriate CRF value multiplies the
pipe, reservoir, and pump capital costs derived in the previous

sections to form the capital cost component of the budget constraint.

5.3.2.6.3 Qperating Costs

Operating costs are associated with running and maintaining
the water distribution system. Unlike capital costs, operating
costs are incurred continuously during the lifetime of the system.
Thus, operating costs can be computed on an annual basis and directly
combined with the annualized capital cost to arrive at the total

equivalent uniform annual cost.

5.3.2.6.3.1 Pipeline Qperating Cost

The efficient operation of water distribution system pipe-
lines requires periodic maintenance and inspection. The annual cost
of this operation is proportional to the diameter and the length of
the pipe. At 1976 price Tevels, the proportionality factor is $4/in

of diameter/mile/year [61].
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5.3.2.6.3.2 Pump Operating Cost i
5.3.2.6.3.2.1 Energy Cost
The energy required to operate a pump is directly propor-
tional to its maximum horsepower and is given by [24]
RADSRADS
E = 737.6 0 (5-25)
k
= 746 HP, (5-26)

where

E is in kilowatt-hours and HP, is the maximum horsepower

k

of pump k . As noted above, only energy associated with normal

operation is included. The annual pumping cost in dollars is

where

24 - 365 « U - CE - 746 - HPk

(5-27)

= 6535 - U CE . HPk

CE--the electricity cost per kilowatt-hour in dollars

U--the utilization or l1oad factor for the pump

gﬁ‘%s e Soes
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In the model CE = $.04. The utilization factor takes into account
the fact that the peak pumping rate is not pumped 24 hours a day.

For residential demand U ranges from .097 to .26 [81].

5.3.2.6.3.2.2 Maintenance Cost

The general maintenance cost for a pump station is directly
proportional to its maximum horsepower. A cost of S$4/horsepower in

1976 prices was used [61].

5.3.2.6.4 Budget Level Selection

A major consideration in selecting the maximum budget level
is the ability of the municipality to finance the system. Munici-
palities usually issue bonds to cover the capital costs of the sys-
tem. The budget level may depend on the financial rating of the
municipality, its borrowing capacity, and most importantly on the
willingness of voters and/or officeholders to approve costly bond
issues. Because of budget limitations certain performance/reliabil-
ity features such as loops may have to be delayed until additional
funds are available. A method for selecting the range of budget
levels, which takes into account the expected emergency loading con-

ditions, will be discussed in section 5.4.2.

_
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5.3.3 Qbjective Function

5.3.3.1 Selection

The purpose of the model's objective function is to measure
the performance of the distribution system under emergency loading
conditions. As previously discussed, the principal physical impacts
of the emergency loading conditions are deficiencies in the required
flow rates and nodal pressures. Providing adequate flow rates for
the expected duration of the emergency loading condition has been
taken into account by setting minimum diameters for redundant and
selected primary links, acquiring sufficient standby pumping flow
capacity, and properly sizing the storage capacity of reservoirs.
Thus, consistent with de Neufville et al.'s pioneering work [50], a
function of the heads at the demand nodes will be used to measure
system performance under emergency loading conditions.

Three functions of nodal heads were considered for the

objective function:

1. Maximize a weighted sum of the nodal heads throughout all
emergency loading conditions (MAXWNODE).
2. Maximize the minimum nodal head over all emergency loading

conditions (MAXMIN).

N A ALY Y T g S
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3. Maximize a weighted sum of each emergency loading condition's

minimum nodal head (MAXWMIN).

de Neufville et al. [50] used the MAXWNODE as a measure of
performance to manually evaluate alternative network configurations
under expected emergency loading conditions. The weight for each
nodal head was based on the ratio of each node's demand to total
system demand. However, this author's own results using the MAXWNODE
objective function in the optimization algorithm for small problems
proved unsatisfactory; some nodes had extremely high heads while
others had extremely low heads.

Noting this inherent inadequacy in their measure of perfor-
mance, de Neufville et al. [50] also suggested the need for a distri-
butional measure of performance. They used the nodal head at the
extreme end of the supply network which in their case would inevi-
tably be the lowest.

This led us to the MAXMIN objective function which focuses
on maximizing the minimum head over all emergency loading conditions.
A similar criterion is often applied in decision theory [83] and game
theory [84], i.e., the minimax criterion--minimize the maximum loss--

and represents a very conservative strategy.
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The MAXWMIN objective function incorporates the good points
while avoiding the weaknesses of the MAXWNODE and MAXMIN objective
functions. MAXWMIN avoids the difficult task of weighting individ-
ual nodes and the uneven results of MAXWNODE, but still allows the
user the flexibility to weigh each emergency loading condition based
on the importance or likelihood of its occurrence. The MAXWMIN is
less conservative than the MAXMIN objective function where perfor-
mance on a single emergency loading conditicn can control the opti-
mization. Furthermore, MAXWMIN is more realistic than the MAXMIN
since MAXWMIN focuses on each emergency loading condition individ-
ually rather than the minimal head over all nodes over all emergency
loadings. Except perhaps in a disaster situation, rarely are dis-
tribution systems simultaneously exposed to several emergency loading

conditions.

5.3.3.2 Implementation

Although the concept of the MAXWMIN objective function may
appear complex, its formulation as a mathematical program is fairly

simple. In compact form the mathematical program may be written
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PR7BLEM P8 |
Maximize ZE W, Minimum {H.(l)} >
° LeLE” 1e DNODE :

XeF

where
F--the feasible region defined by the constraints of sec-
tion 5.3.2
X--the vector of all decision variables
LE--the set of emergency loading conditions

DNODE-~the set of demand nodes

H.(2)-~the head at node i under emergency loading condi- '
i . . 5 ‘
tion & (a function of X)

wl—-the weight assigned to emergency loading 2

Let us consider the case where there is a single emergency }

loading condition. Problem P8 above simplifies to
PROBLEM P9

Maximize Minimum {Hi}]
i i ¢ ONOOE
eF

where Hi is the head at demand node i . Problem P9 involves max-

imizing the minimum of a finite number of functions over a common
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domain and is called the Chebyshev problem. The Chebyshev problem
is a common one arising in mathematical contexts, game theory, and
statistical analysis and has been examined by several researchers
including Minieka [85], Sobel [86], Wagner [87], Zangwill [88], and
Blau {89]. Thus, Problem P8 could be classified as a weighted

i Chebyshev problem,.

Let z be the value of the objective function. Problem P9

can be written in the following equivalent form:
PROBLEM P10

Maximize b4
XeF

subject
z< Hi(l)i ¢ DNODE

Let Z, be the minimum head on emergency loading condition & .

Then, Problem P8 can be written

" o
=, WU Y

=) e o e B sl
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PROBLEM P11

Maximize jz
~ w2 Zl
XefF 2 e LE

z, < Hi(z) i £ DNODE
LelE

The minimum nodal head on each emergency loading condition serves

as a ceiling for the objective function component z2 .

Thus, for the example problem the objective function con-

straint for node 4 on the fire demand emergency loading condition

(number 2) can be written as

z< H4(2) = EL -EL4+XS -K

n
1 175,160 (DXL

16
n n

'K1,18[Q1(2)] XL1,]8-K3,14[Q3(2)} X3 1 (5-28)
n

k3,160 0320 Ty g

Substituting constants and moving all decision variables to the left

hand side we have

n n
XSy Ky 160 (2)ITXLy G evKy 110, (2)TXL) g
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n n
Ky 14lG 21X 4Ky 16003(2) 105 4

+z < 95 (5-29)

Inequality (5-29) corresponds to constraint (1) of Table 5-1.
Treating z as a nonnegative decision variable is consistent with
the physical requirement that for water to reach a demand node it
must have nonnegative pressure. Constraints (1)-(2) of Table 5-1
correspond to objective function constraints for nodes 4 and 6. The
constraints for the other four demand nodes have been omitted to

allow the model to be presented in an economical manner.

5.3.4 Formal Statement of Mathematical Model

This section presents a formal statement of the mathematical

model, a summary of the constraints, and definitions of new

parameters.
PROBLEM P12
Maximize zz W, Z, (5-30)
2elLE
subject to

I

i ———
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EL -EL1. +

N

ke PATH_.
si

EL_ - EL1. +

g

ke PATHS’?

H+

2

kelOOP (1) je$

z XSk + Z xpk(g)

ke PATH .
S1

2

jes

k

)

ke PATH .
S1

2

jes

k

k

ke PATHsi

n
Kej [QITRL 2 2,

LelE
i € DNODE

any s € SNODE

n
K [, (2)] i 2 HMIN, (2)

2e LN
i £ DNODE

any s € SNODE

n -
Kkj [Qk(z)] Xij = 0

i =1, ..., NLOOP(2)

LelN ULE
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(5-31)

(5-32)

(5-33)
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+ + {
. z ks, Z XP,(2)
ke PATH_, ke PATH
n = - -
+ Z z Ke; [0 (1M, EL, - EL,  (5-34)
k € PATH jes
st k s, t e SNODE
s #t
2elN U LE
NST NPUMP
Z STC, XS, + z pU [xpk(zc ) QPk(ec )]
~ - k k
k=1 k=1
NLINK
+ z CLg ¥y < BMAX  (5-35)
K=1 jes,
Z Xys = Ly (5-36)
J eSk
k=1, ..., NLINK
0 < XS, < SHWAX, (5-37)
k=1, ..., NST
PHMIN, < XP (1) < PHMAX (5-38)

k=1, ..., NPUMP

b
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2eLNULE
XL,. > 0 k=1, ..., NLINK
kj =
J€Sk
z, 2 0 LelE
Q (%) 2 0 k=1, .., NINK

LelNULE

Objective function (5-30) and the objective function con-
straints (5-31) combine to implement the MAXWMIN objective function.
Constraint (5-32) is the requirement that the pressure at each
demand node exceed minimum acceptable levels under normal loading
conditions. Equality constraint (5-33) requires conservation of
frictional head loss on all loops on all loading conditions. Equal-
ity constraint (5-34) requires conservation of energy between all
pairs of sources on all loading conditions. Inequality (5-35) is
the budget constraint. Equality (5-36) is the link length con-
straint. Inequalities (5-37) and (5-38) represent bounds on storage
height and pump size, respectively.

The following new parameters are included in the model:

LN--the set of normal loading conditions

o
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LOOPi(l)--the set of links in loop 1 on loading
condition 2

NLOOP(2)--the number of Toops in loading condition £

5.4 Analysis of the Model

5.4.1 Constraint Set

This section will analyze various important characteristics
of the constraint set essential to selecting the proper solution

algorithm and evaluating the results of the chosen algorithm.

5.4.1.1 Nonlinearity

The frictional head loss relationship is, in general, non-
linear in both flow rate and link diameter. However, by allowing
each link to assume only a discrete set of candidate diameters, Sk,
the head loss terms in the model, Kkj [Qk(z)]nXij are only non-

linear in flow rate. Likewise, the capital pipe cost function,

%
2
2 (D) " s

is nonlinear in diameter but becomes linear in Xij since each

Xij is associated with a single diameter j eSk .

g

o
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The capital pump cost function,

2 2

, [ka(l‘:k)] > [xpk(zck)] 6

where lck is pump k's critical loading condition, is nonlinear in

both flow rate and head 1ift. However, in most cases the pump,

unless it is an in-line booster pump, will not be located on a loop
and its flow rate will be fixed. Assuming a fixed pump flow rate,

since 26 <1, the capital pump cost term is a nonlinear concave

function of its head 1ift.
5.4.1.2 Nonconvexity

kJ
convex while the term - Kkj [Qk(z)]nXij is concave. For loops

Since n > 1, the head loss term + K . [Qk(z)]nXij is

the sum of the head loss terms must equal zero. Since not all of

the head loss terms are zero (unless there is no flow in any links

in the loop), the loop constraint is the sum of both convex and

concave functions. Therefore, the intersection of the loop con-

straints forms a nonconvex set and the feasible region is nonconvex.
Consider the special case of optimizing a tree distribution
system,

Since for a tree system all 1ink flows are fixed, the non-

linearities in the nodal constraints (5-31) and (5-32) and the

‘;-‘,LJ.J..,L.».;.- P

L
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source constraints (5-34) are removed. The only remaining non-
linearity is the concave capital pump cost term in the budget con-
straint. Since the other terms in the budget constraint are linear,
i.e., both concave and convex, and the sum of a finite number of
concave functions is concave, the budget constraint is concave.
Thus, the feasible region is still nonconvex. However, for a tree
distribution system without pumps the constraint set is convex since

all constraints are linear.

5.4.1.3 Structural Analysis

The purpose of a structural analysis of the constraints is
to identify any special structure that could be exploited in the
solution algorithm. Ideally, a large problem could be decomposed
into independent subsystems whose subproblems could be independently
solved. However, coupling constraints, such as a common resource,
or coupling variables, i.e., common activities among the subsystems,
are often present reflecting the interaction among subsystems.
Figure 5-8 depicts some common structures.

A natural way to approach the MAXWMIN problem (Problem P12)
is to treat each loading condition as a subsystem since each loading
condition has its own unique flow distribution. However, each load-

ing condition shares a large number of coupling variables with other

o ede
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Joading conditions, i.e., link diameters and added storage height,
in addition to important coupling constraints, i.e., budget, link
Jengths, bounds on storage height and pump capacity, and pump oper-
ating level constraints between various loading conditions. Thus,
because of the tremendous amount of interaction among loading con-
ditions, the constraint structure is not appropriate for decomposi-
tion based on loading conditions. Nevertheless, its structure does
suggest the need for a central coordinator to allocate the availabie
resources among the competing emergency loading conditions in an

optimal manner.

5.4.2 Feasibility

Because of upper bounds on the budget level, the storage
height, and the pump capacity, the MAXWMIN problem is not guaranteed
to have a feasible solution. A way to check the feasibility of the
MAXWMIN problem is to solve the foilowing minimum cost optimization

problem:

PROBLEM P13

NST NPUMP

Minimize z STC, XS, * z PU [xpk(zck), QP(SLCk)J

k =1 k =1

P — Rt o SRR ol o SO
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NLINK o
+ cL, . XL, . (5-39
Z Z ki "TkJ )
k = ] Jssk '
EL - EL. + z XS, + Z XP, (2)
k ¢ PATH . k e PATH .
S1 $S1
(5-40)
F n .
+ Z z Kes 19 (2)] XLy 2 HMIN(2)
kePATH . jes,
i ¢ DNODE
any s € SNODE
§
| 2elN U LE
|
. + n = -
i . z Z [0, (2)] K 0 (5-41)
kelOOP.(2) jeS
| i k .
i =1, ..., NLOOP(2) |
LelN U LE
3
+ Z XS, s Z XP, (2)
ke PATH_, ke PATH
(5-42)
n -
+ Z z Kkj [Qk(z)]XLkJ. = EL - L,
kePATHst JeSk
s, t ¢ SNODE
s#t
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2eLN U LE

jz KLy = L (5-43)

XS, 20 k=1, ..., NST
XP (L) 20 k=1, ..., NPUMP
LelN U LE

XL,. >0 k=1, ..., NLINK
Je Sk
Qk(z) >0 k=1, ..., NLINK

2elN U LE

Problem P13 was derived from Problem P12 by replacing the MAXWMIN
objective function with the left hand side of the budget constraint
(5-35), replacing the z, variables with selected minimum pressure
levels, and relaxing bounds on storage height and pumping head 1ift.
By its construction with no bounds on external energy, Problem P13,
the MINCOST problem, must have a feasible solution.

Proper selection of the minimum nodal head pressures,

HMINi(z), in the MINCOST problem allows us to obtain a range of

feasible budget levels for the MAXWMIN problem. Setting HMINi(z)
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for normal loadings equal to statutory minimum levels (usually 385-
105 feet) and for emergency loading conditions equal to zero, we
can obtain an absolute lower bound on BMAX. If instead HMINi(Z)
for emergency loading conditions is set to minimum statutory require-
ments for emergency operation (usually 46 feet), the cost of satis-
fying government regulations can be evaluated. Setting HMINi(z)
for emergency loading conditions to the minimum normal pressures
provides an upper bound for BMAX,

Analysis of the cost components in the optimal solution to
the above MINCOST problems may indicate an excessive amount of
funds have been implicitly allocated for redundant links. By care-
ful analysis of the redundancy requirements of the set and flow
covering models (Problem P6 and P7), appropriate adjustments in
these requirements may be made freeing additional funds for handling

detailed design emergency loading conditions.

5.4.3 Optimality

Due to the nonconvexity of the general constraint set of
the MAXWMIN problem (Problem P12), any algorithm for solving Problem
P12 can at most guarantee a local optimum. However, for the special
case of a tree distribution system without pumping it can be shown

that Problem P12 becomes a concave program, i.e., maximizing a

PemEM 12 4. e o,
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concave function over a convex set for which every local optimum is
a global optimum. Since in the case of a tree all flows are fixed,
the coefficients of the Xij terms in the normal loading minimum
pressure constraints (5-32) and the source equations (5-34) are

fixed, and the constraint set is linear in the remaining decision

variables. For each emergency loading condition & and demand node

n
+ z Z K [Q (2)] XLy (5-44)
ke PATHsi Je Sk

where X s the vector of all decision variables. Since Qk(z)
is fixed, fiz(i) is linear (and thus concave). For every feasible

% define the pointwise infimum of {fiz(i)} for each loading as

%) = inf fm(i)
i € DNODE i € DNODE

min fig(x) (5-45)
By Theorem 4.13 p. 75 Avriel [90], then ?2(2) is a concave func-
tion. Figure 5-9 illustrates this situation for linear functions

of a single variable. Multiplying ?&(i) by its appropriate posi-

tive weight W, and summing over all emergency loading conditions
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we have the concave function

z 5 Fz(i) (5-46)
LelLE

which is just the MAXWMIN objective function. Since we are maximiz-
ing a concave function over a convex set, any local optimum is a
global optimum.

Let us next consider solving the general Problem P12 with
loops and pumping when we fix all the link flows Qk(z) . Now, the
budget constraint becomes concave and Problem P12 is a noncovex
program since the capital pump cost function is both nonlinear and
concave. More specifically Problem P12 becomes a complementary
convex or reverse convex program since the set of decision vari-
ables satisfying the budget constraint is the complement of an open
convex set and the remaining constraints are convex [90]. For con-

tinuous functions of a single variable, f](x) and f_(x), Tlet

2

R={x:x>0, f](x) < fz(x)} where f](x) is concave and fz(x)
is convex. For two example cases Figure 5-10 illustrates the

resulting nonconvex sets. In Figure 5-10A R = {a

Lxga or

1

a3 £ X2 a4} and is the complement of the open convex set

2

<x<ay. InFigure 5-108 R={0<xga, or x> a,} and

3, 1

is the complement of the open convex set a1 <x<a Unless

5
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specialized algorithms [91, 92] are used, convergence of the solu-
tion algorithm to the giobal optimum for the complementary convex
program cannot be guaranteed.

Alperovits and Shamir [46] state without proof that the
optimal solution for Problem P13 will have at most two segments with
their diameters adjacent on the candidate diameter 1ist for that
link. Quindry, Brill, Liebman, and Robinson [94] offer an apparent
counterexample. Appendix C presents a proof for Alperovits and
Shamir's [46] statement including the exact conditions for which
it is valid. Also, a linear programming model to find the minimum
cost feasible solution for a given optimal continuous diameter solu-

tion is developad.

5.5 Solution Technique

5.5.1 Introduction

Alperovits and Shamir's [46] Linear Programming Gradient
(LPG) approach was selected as the basis for the solution algorithm
for the MAXWMIN problem. The LPG approach was developed to solve a
simpler version of the MINCOST problem (Problem P13) for normal
loading conditions only. Fixing the complicating variables Qk(z)

in Problem P13, the constraint set is linear. Representing the

i N
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concave capital pump cost as a piecewise linear function, the LPG
approach solves a series of linear programs linked by changes in
the flow Aistribution resulting from loop flow changes. Loop flow
changes are made so as to improve the objective value in the next
program. The LPG approach has been specifically tailored to solve
the MAXWMIN problem (Problem P12). We will first describe in detail
the specific algorithm used with an emphasis on the major modifica-
tions to Alperovits and Shamir's LPG approach, present a formal
statement of the algorithm and apply the solution algorithm to

design of the example distribution system.

5.5.2 Description

5.5.2.1 Introduction

The solution algorithm involves partitioning the decision
variables into two classes, the complicating variables and all
others. When the values of the complicating Qk(z) variables are
fixed, i.e., the vector Q= (,(1), ...), the MAXWMIN problem
becomes at worst a complementary convex program (CCP) which can be
solved using a series of linear programs for an optimal objective
value CCP(a) [90]. Using dual variables and derivatives of flow

constraints, loop flow changes AQ = (AQ], ...) are computed in an

N
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attempt to improve the current solution, i.e., CCP(Q + AQ) > CCP(Q).

The general method is illustrated in Figure 5-11. The algorithm is
terminated when a local optimum is reached. The remainder of this

section will cover in detail important aspects of the algorithm.

5.5.2.2 Nodal Pressure Constraints

In theory, nodal pressure constraints, inequalities (5-31)
and (5-32), must be written for each demand node and loading condi-
tion. However, the greater the number of constraints the more com-
putational effort needed to solve the linear program and to update

the coefficient matrix with changes in Qk(l) and S Thus, by

K
identifying demand nodes on each loading which are Tikely to experi-
ence lower pressures, e.g., nodes farthest from the source or fire
demand nodes, we can perhaps reduce somewhat the number of nodal
pressure constraints.

Shamir and Alperovits [46] suggest solving the problem for
a small set of nodal constraints and then checking the relaxed nodal
constraints at the optimal solution. If any'of the relaxed nodal
constraints are violated, the violated constraints are added and

the total problem re-solved. To simultaneously minimize the number

of nodal head constraints required and preclude the need to re-solve

TP
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CHANGE THE FLOW DISTRIBUTION SO AS
TO INCREASE THE SYSTEM PREFORMANCE
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tne entire problem the following scheme was developed and incorpo-

rated in the solution algorithm:

1.

Include the bare minimum number of nodal constraints for

each loading in the model.

Solve the resulting complementary convex program and compute

the heads at all demand nodes on each loading condition.

If none of the relaxed nodal constraints are violated, the

set of enforced nodal constraints remains the same.

For each loading condition for which nodal constraints are

violated compute the following lists:

a. Relaxed nodal heads that have been violated in order
of decreasing negative slack, i.e., the most violated
constraints first.

b. Enforced nodal heads in order of decreasing positive
slack, i.e., the most satisfied constraints first.

Slack for normal loading conditions is computed as

Hi(z) - HMINi(l) and for emergency loading condistions as

Hi(z) - z2 where z2 is the minimum nodal head for

loading 2.

Using the two lists, replace the enforced inactive nodal

constraint with its corresponding violated constraint in

the constraint set until all violated constraints are in

v e
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the set of enforced constraints.
The above scheme has proven especially useful when dealing
with a new system or new loading conditions where critical

nodes are not readily apparent.

5.5.2.3 Initial Flow Distribution

Alperovits and Shamir [46] state that the initial flow dis-
tribution for each loading condition is arbitrary. However, a poor
choice of initial flow distribution for a large problem can waste
considerable computation time reaching a feasible (balanced) let
alone a local optimum solution (see section 6.5.3.3). Thus, it
appeared worthwhile to develop efficient techniques for finding good
distributions for either the MAXWMIN or MINCOST problem.

The author's extensive computational experience has indi-
cated that the proper use of the following tools can significantly
reduce both the total computational and programming effort necessary
to solve the MAXWMIN problem in addition to providing valuable
insight into the distribution system design:

1. Knowledge of the core tree

2. Network balancer

3. Preparatory MINCOST optimizations
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As discussed in section 3.3.5.1, flow tends to concentrate
in the orimary links of the core tree. Thus, the initial flow dis-
tribution for the normal loading should place little flow, if any at
all, in the redundant links. This frees the optimization algorithm
£0 change the loop flow in the appropriate direction not burdened
with overcoming an initial flow distribution with a large flow con-
centration placed incorrectly in a redundant link.

Even using the above procedure it can take several costlv
flow iterations for a large problem to reach a feasible {balanced)
flow distribution using the crude balancing mechanism of the LPG
method. Furthermore, in the meantime the solution algorithm is so
concerned with removing the high penalty costs associated with the
infeasibility that Tittle real progress is made towards reaching
optimality until feasibility is attained. Thus, a network balancer
using the Hardy Cross Toop method was incorporated as an integral
part of the solution algorithm. After the initial complementary
convex solution is obtained, using the resuiting link design and the
initial flow distribution, the network balancer balances the unbal-
anced loading conditions to within a specified imbalance level. For
the next complementary convex problem the network balancing flow

changes are used instead of the normally computed ffow changes. The

LA
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subsequent complementary convex problem is almost always feasible
and the solution algorithm proceeds as usual.

Let us consider the role of the normal loading condition in
Problem P12, the MAXWMIN problem. Although the normal loading con-
dition is not a part of the objective function, ic seems reasonable
to desire to minimize the costs of satisfying the normal loading
condition constraints in order to maximize the portion of the budget
available for system components explicitly designed for emergency
operation such as booster fire pumps. Thus, solving the MINCOST
problem subject to the normal loading condition only should provide
an inherently economical flow distribution. The resulting optimal
normal flow distribution, in turn, can be used as the initial
normal Tcading flow distribution for the MINCOST problem with
emergency loading conditions added and minimal nodal emergency pres-
sures set at statutory minimum pressures (usually 46 feet) or af
zero feet, Because emergency loading conditions vary so widely, it
is difficult to formulate any definitive rules for selecting their
initial flow distributions. The best rule of thumb is to concen-
trate the flow in the larger primary links where possible and to

pattern the flow distribution after the MINCOST normal loading flow

distribution. Finally, the initial flow distribution from the
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optimal MINCOST solution for both normal and emergency loadings can
be used as the initial flow distribution for the MAXWMIN problem.
Because of the importance of the initial flow distribution,
the solution algorithm has been modified to automatically save the
optimal flow distribution, candidate diameters, and pump cost coef-
ficients that define the optimal solution. This enables the user to
restart the same problem or a number of closely related problems,
e.g., the alternative MINCOST or MAXWMIN formulation, with minimal

effort.

5.5.2.4 Link Candidate Diameters

The selection of the set of initial candidate diameters for
each link, Sk , depends on several factors:

1. Commercial availability

2. Minimum and maximum normal loading hydraulic gradients
(velocity)

3. Minimum link diameters driven by broken link loading
conditions

4. Status of link-existing or new

5. Problem size considerations

6. Initial fiow distribution.




202

Depending on the type of pipe (cast iron, PVC, asbestos-
concrete) and its pressure class, only certain pipe diameters are
commercially available. In the United States, for example, cast
iron pipes are generally available in 2" increments starting at 4"
continuing to 20", and in 24" and 30" diameters.

As discussed in section 3.3.4.1, engineering design consid-
erations restrict the range of permissible hydraulic gradients, Jk,

on the normal loading. Excessively high J, can result in burst

k
pipes while excessively low gradients result in water stagnation.
Such Timits are usually included in statutory regulations in terms
of maximum and minimum flow velocities. The results of the redun-
dant link selection models of Chapter 4 will also provide minimum
pipe diameters for all redundant and certain primary links. For
analysis of capacity expansion of existing systems some of the links

will already exist and S, will be restricted to a single pipe

k
diameter.

Theoretically, the set of diameters from which the solution
algorithm could choose at any one time is the complete set of com-
mercially available diameters within the minimum and maximum 1imits
defined by the above constraints. However, computational consider-

ations preclude this approach. Using a large number of candidate

diameters for each link considerably increases the number of

| w FeCY
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decision variab.es in the linear program. More importantly, after
each flow change, the flows in each of the diameter segments of each
of the links in all of the flow equations must be updated inciuding
an updating of the basis inverse. Therefore, the initial set of
candidate diameters in Sk has been restricted to from 3-5 diam-
eters. The initial set is chosen based on the initial flow distri-
bution in the links over all loading conditions.

Although the size of Sk during any linear programming
optimization is fixed, the specific diameters in the set may change
if the possibility of an improved solution is indicated. Assume
that Sk = {6,8,10} in the current complementary convex problem,
minimum and maximum commercially available diameters are 6 and
20 inches with no other restrictions on pipe diameter and that
XLk,]O = Lk in the current LP solution, i.e., 1ink k has a
single segment of diameter 10 inches. Thus, link k 1is artific-
ially constrained to a maximum diameter of 10 inches. By letting
Sk = {8,10,12} and re-solving the linear program, the optimal
objective value could improve and, at worst, will remain the same.
Alperovits and Shamir [46] also change Sk during the solution
algorithm but instead of simply shifting the candidate set up or
down the size of S, 1is haphazardly reduced as the algorithm pro-

k

gresses, further limiting the choice of diameters.
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Experience using the solution algorithm to solve the MAXWMIN
problem led to a further restriction in allowing the set Sk to
change. Because of the numerous, often conflicting flow distribu-
ticns of the various loadings even after a feasible (balanced) solu-
tion was obtained, subsequent flow changes often led to a slightly
infeasible (unbalanced) solution (see section 5.5.2.6). Allowing
candidate link diameters to become larger to achieve balance signif-
jcantly reduced the minimum nodal heads on the emergency lcadings
since funds were reallocated from the head producing pumps and stor-
age reservoirs to the links. When feasibility was reached (usually
by the next flow change) sets of candidate diameters that had become
larger in an attempt to achieve feasibility had to be reduced. This
erratic behavior greatly impeded progress towards a local optimum.
Thus, once an initial feasible solution had been obtained, the set of
candidate diameters could add larger diameters only if the current
CCP solution is feasible. Implementation of this rule eliminated
this counterproductive behavior and speeded up significantly con-

vergence of the algorithm.

5.5.2.5 Nonlinear Pump Capital Cost

For systems with pumps, the budget is a nonlinear, concave

function, the feasible region for a fixed flow distribution (Qk(l))
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is no longer convex, and a complementary convex grogram results.
There are several potential techniques for solving this particular
problem including the general techniques of separable programming
and iterative linearization [93] which can guarantee only local
optimal solutions and specialized algorithms developed by Soland
[91] or Hillestad [92] which guarantee a global optimum. The spe-
cialized algorithms involve complicated infinitely [91] or finitely
[92] convergent search procedures. Because the complementary convex
program must be solved numerous times during the solution algorithm
(at a minimum equal to the number of flow changes if Sk remains
constant), the pump capital cost function is only mildly concave
(see Figure 5-7), and the overall solution technique converges at
best to a local optimum, the complex specialized algorithms were
judged not worth the added computational effort. Iterative lineari-
zation was selected instead of separable programming because it
requires no increase in the number of decision variables, the same
Tevel of solution accuracy can be obtained regardless of the value
of the decision variable, and it is considerably simpler to imple-
ment than separable programming.

The iterative linearization algorithm for solving the comple-
mentary convex program is described next [90]. Let F be the feas-

ible region, X , the vector of all decision variables (link, pump,

g A L R P T




206

~

and storage), and g(X) < BMAX, the concave budget constraint. At
any point ika F the nonlinear budget constraint is replaced by its

first-order Taylor series approximation

Fs

g (R, 8 = g (R v (R-2 v 7 camax (547)

to obtain a convex (linear) program. The next point ik+] is the
optimal solution of the linear program at ik. Avriel [90] demon-
strates that if the initial point ioe F then each member of the
sequence {ik} converges to a Kuhn-Tucker point of the complementary
convex program, i.e., a locally optimal solution.

The principal problem with using this approach is that the
local optimum solution may be far from the global optimum. It is
difficult to make any general statements about the convergence char-
acteristics of the complementary convex program resulting from fix-
ing Qk(z) in the MAXWMIN problem. For fixed flows and link candi-
date diameter sets the MAXWMIN problem was solved for the example
problem for seven widely varying initial pump head values ranging
from .1 to 6 times the optimal values. Each time the algorithm
converged to within 1% of the true cost of each of the two pumps
requiring at most 3 linear programming iterations. The maximum djf-

ference between the highest and lowest objective function values

>
—
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was .02 feet. These results combined with the mild concavity of
the capital pump cost function make the selected approach appear
reasonable. However, if desired, one of the specialized global

optimal algorithms [91, 92] may be applied to the MAXWMIN optimal

solution.

5.5.2.6 Dummy Valves

Although the loop/source constraints are written as strict
equalities in the MAXWMIN problem, additional slack and surplus
‘ variables are required for each of these constraints. Although the
MAXWMIN problem may have a feasible solution, it is possible that

for the current flow distribution Qk(z) and set of candidate

e e i e

diameters Sk that the complementary convex program is not feasible,
i.e., not balanced. Thus, for each equality constraint in (5-33)
and (5-34) two slack variables are added. For example, for each

loop constraint we have

+ -
* z z e [ok(z)]“Xij £V -V =0
keLOOPi(iL) jeSk
(5-43)

where XV? and xv; are the nonnegative slack and surplus variables

respectively. These slack variables correspond to dummy valves that

[ R
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provide resistance loss in the proper direction. These slack vari-
ables which are assigned high penalty costs operate somewhat like
artificial variables by forming part of an initial basic solution
and driving the linear program to find a feasible (balanced) solu-
tion. Also, as described in section 5.5.2.4 the current set of
candidate diameters can be adjusted to attain feasibility. Further,
the high penalty cost of a dummy valve in the basis impacts the dual

variables (7) since

7 = C,B (5-49)

~

where CB is the vector of basic variable costs and B'] the
current basis inverse. The dual variables are used to compute the
loop flow changes, thus driving the flow on unbalanced loops in the
feasible direction. Thus, unlike artificial variables, the slack
and surplus variables are allowed to reenter the basis when the
current flow distribution cannot be balanced.

In some cases it may not be possible to eliminate the dummy
valves and find a feasible (balanced) solution., This indicates

that a real valve may be required to properly operate the system pro-

viding the same resistance as the dummy valve.

v
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5.5.2.7 Loop Flow Change Vector

We will discuss how to compute the loop flow change vector

A

AQ = (AQ]! “ v ey :)QNLOOP)’ Where

NLOOP = z NLOOP(2)
2elN U LE

The loop flow change vector links together successive complementary
convex programs. It should be remembered that the set of loop
changes translates into flow changes on the individual links for
each loading and preserves the initial nodal conservation of flow.
Given the optimal solution to the complementary convex pro-
gram at iteration k and the associated link flow distribution, we
want to find Aﬁk such that the optimal value of the new comple-
mentary convex program increases, i.e., CCP(Qk + Aﬁk) > CCP(ﬁk).

The direction of change for loop i is found by calculating

(5-50)

the positive gradient for loop i =1, ..., NLOOP where Z is the

objective function., Alperovits and Shamir use the expression

[RURrT

B T iy g 2 BV~
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3h
LYA 3L i
G, = — -(-——)( ) (5-51)
i 3(4307-) Bhi 3(AQ,)
where 3Z / ahi = T, is the dual variable of loop equation i in

the current optimal CCP and 53Z / a(AQi) is the partial derivative
of loop equation i with respect to Toop flow changes evaluated at
the current flow distribution. Fixing the length decision variables,
Xij , the right hand side of the loop equations (5-33) can be

viewed as a function of the flow change on the loop AQi , T.e.,

n
h, = 2 z z Keg Rys Q0]
kelOOP.(2) JeS, (5-52)

Differentiating with respect to AQi we have

!
1]

TN > S In K Xy 01"
keLOOPi(SL) jeSk (5-53)

n
i Wyg [9(2)]

2 2 (0

ke LOOPi(z) Jje Sk (5-54)

"
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)
AH Fk(’

=0 > 0 (5-55)
ke LOOPi(Q)

Thus, ahi / a(AQi) is nothing more than the same expression found
in the denominator of the Hardy Cross equation for computing loop
flow changes (1-19). The sign of . in the gradient expression,
1ike the sign of the numerator of equation (1-19), the head imbal-
ance term, determines the loop flow direction (clockwise or counter-
clockwise) needed to improve the objective value.

Quindry, Brill, Liebman, and Robinson [94] correctly note
that Alperovits and Shamir [46] did not include the interaction of
the loop constraints with the other loop, source, and nodal head
constraints in their gradient expression (5-51). Interaction occurs
when another flow constraint on the same loading condition has at
least one link in common with the loop whose gradient is being com-
puted. For example, in the example problem since both loops share
link 4, there is interaction between both loops on each loading

condition. Thus the gradient expression (5-51) becomes

3h

. (32 L, ___J
G = ( )(am) Z h a( 01.)
€

(5-56)
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where Lci is the set of constraints that have links in common with
the constraint for loop i. The added term is intended to take into
account the impact on other constraints resulting from flow changes
on loop i. Quindry et al. [94] apply the corrected gradient to a
small minimum cost optimization problem solved by Alperovits and
Shamir [46] and obtained an 8% reduction in total cost. The author
duplicated Quindry et al.'s results [94]. However, applying Quindry
et al.'s correction to another small praoblem in [46], minimum total
costs increased by 7%, Since these results were only for small
problems, computational tests on a realistic size problem were per-
formed. The formal results, presented in section 6.5.3.3, indicate
that Quindry et al.'s gradient expression offers no advantage and

is somewhat less consistent than Alperovits and Shamir's gradient
expression.

Once the gradient has been computed the magnitude of the
flow change AQi must be determined. Because of the high éomputa-
tional expense of evaluating the function at different points, i.e.,
changing the constraint matrix and solving the new CCP, a step
length method is used rather than attempting to compute the optimal
step size. Let GMAXk be the absolute value of the maximum loop
gradient and ak the step length at iteration k . Then, the flow

change for loop i at interation k is

e i e 1oba
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K 5«
AQ% = ‘k o (5-57)
! GMAX

The step length is fixed at an initial value and reduced by
a constant factor B < 1 if the objective value worsens on consecu-
tive complementary convex problems. To reduce the considerable com-
putational effort associated with insignificant loop flow change
k

quantities only loop flow changes above a certain magnitude 2QMIN

{(proportional to ak) are implemented in the constraint matrix.

5.5.2.8 Termination Criterion

In the case of the tree distribution system the solution
algorithm terminates when the CCP is solved since no flow changes
are involved. For the looped distribution system termination occurs
when a local optimum sclution is reached, i.e., when ak falls
below a specified value amin(s GPM), or when the maximum number of

flow iterations is exceeded (MAXFLOIT).

5.5.3 Formal Statement of Solution Algorithm

The following is a formal statement of the solution

algorithm:




STEP 1.

STEP 2.

STEP 3.

STEP 4.

STEP 5.

STEP 6.

STEP 7.
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Initialize

a. Flow iteration k =1

b. Flow distribution 0

c. Candidate diameter set

d. Nodal head constraint set

e. Capital pump cost coefficient

f. Step length ao

g. Optimal objective value z* = -=

h. Previous objective value CCP(QO) = -

For flow iteration k solve the linear program for CCP(Qk).

Check for convergence of capital pump cost coefficient and

change if necessary.

Check set of candidate diameters and change if necessary.

Check for violation of relaxed nodal head constraints and

change if necessary.

Update constraint matrix if changes made in STEPS 3, 4, or

5 and GO TO STEP 2. Otherwise go to STEP 7.

If ceP(Q) > z*, 2% = ccp(@¥).

e AN T Wumy T ORI W k-
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2k Ak-1

) -1
STEP 8. If ccP(85) < ccp(d k k-1 ko k-1

oo x = 3z , otherwise » = x

w

k

STEP 9. If o < Yoin OF k > MAXFLOIT, GO TO STEP 12.

STEP 10. Compute loop flow change vector A%,

STEP 11. Change flows in constraint matrix, i.e.,

T2 9%+ g% Let k =k + 1. GO TO STEP 2.

STEP 12. STOP.

Appendix D presents the user's manual and source listing of

the computer model developed to implement the solution algorithm.

5.5.4 Application to Exampie Problem

5.5.4.1 Introduction

In this section we apply the solution algorithm for the
Towest level model of the hierarchical system to the detailed design
of the small example distribution system of Figure 5-1. First, to
illustrate the cost of redundant links and to assist in establishing
a cost baseline, the minimum costs of alternative network layouts
for the normal loading condition (Figure 5-2) are computed. Next,

using the normal and fire demand emergency condition (Figure 5-3),
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the core tree and the fully looped layout are designed over a range
of alternative budget levels. Finally, a broken primary link emer-
gency loading condition (Figure 5-5) is added and the detailed

system design is reaccomplished.

5.5.4.2 Minimum Cost Optimization of Alternative Network Layouts

In section 5.3.1.2 we identified the core tree for the
example distribution system (Figure 5-12) which consists of primary
links 1, 2, 3, 4, 5, 6, and 9 with 1inks 7 and 8 as the redundant
links. Separately adding either redundant 1ink to the core tree
result in a single loop layout (Figures 5-13 and 5-14) while adding
both redundant links gives the fully looped layout (Figure 5-15),

The MINCOST problem was solved for each of the four network
layouts for the normal loading only. In addition to the data in
Figures 5-1 and 5-2, other major parameters common to each optimi-
zation are summarized in Table 5-2. The initial and optimal flow
distribution along with the optimal nodal heads for each of the four
network layouts are illustrated in Figures 5-12 to 5-15. A summary ?
of the results of each optimization is presented in Table 5-3. The

detailed Tink design for the core tree and the fully looped layouts

are presented in Tables 5-4 and 5-5, respectively.
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Table 5-2
EXAMPLE PROBLEM DATA SUMMARY
LINK DATA PUMP DATA
Hazen-Williams Coefficient: 130 No. of Parallel Pumps: 3
No. of Candidate Diameters/Link: 4  Economic Life: 15 yr
Salvage Value Ratio: .1 Salvage Value Ratio: .10
Economic Life: 30 yr Pump-Motor Efficiency: .75
Maintenance Cost: $4/in/mile/yr Electricity Cost: $.04/kw-hr
Utilization Factor: .114
DIAMETER CAPITAL COST/FT Maintenance Cost: S$4/hp/yr
6 10.2
8 14.8
10 19.7
12 24.9 STORAGE DATA
14 30.4
16 36.1 Maximum Height: 50 ft
18 42.0 Capital Cost: $2000/ft
20 48.2 Economic L1fe; 30 yr
OPTIMIZATION PARAMETERS
Initial Step Size: a] = 25 GPM
Minimum Step Size: o . = 6 GPM
min
Step Size Reduction Factor: B = .6 NODAL DATA
Ratio of Minimum Flow Change
to Step Size: .2 Minimum Nodal Head: 90 ft

e it -

s
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]
Table 5-4
MINIMUM COST LINK DESIGN CORE TREE LAYOUT
Total
Link No. Length Segment 1 Segment 2

(ft) Diameter Length Diameter Length

1 3000 16 3000
1

2 2500 8 2500
3 1000 12 470 14 530
4 1500 8 1293 10 207
5 3000 6 3000
6 3500 16 3500
9 100 18 100

WM;M-,.-;w’.‘w.,«.._'c-».;mmvy~m:« L

T ey
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Table 5-5
MINIMUM COST LINK DESIGN NORMAL LOADING ONLY
FULLY LOOPED LAYOUT
Link No. Igzglh Segment 1 Segment 2
(ft) Diameter Length Diameter Length
1 3000 16 3000
2 2500 6 409 8 2091
3 1000 14 1000
4 1500 8 100 10 1400
5 3000 6 3000
6 3500 14 2728 16 772
7 4500 6 4500
8 5000 6 5000
9 100 18 100

" g T,
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The results of Table 5-3 clearly illustrate the conclusions
of Theorem I on the inherent economy of the core tree. Not restricted
by loop balancing requirements, the core tree design is able to
reduce the heads at the extreme demand nodes, 3, 5, and 6, to the
minimum value of 90 feet.

A comparison of the detailed link design for the core tree
and fully looped layout provides some insight into the role of
redundant links. Although the total link costs increased by $6,308
from the core tree to the fully looped layout, the total cost of
the primary links in fact actually decreased by $609. The decrease
in primary link costs resulted from the diversian of flaw from the
primary links to the redundant 1inks. This flow diversion allowed
the primary 1inks on the head path to the lowest head nodes to
decrease their diameters, i.e., 1ink 2 for demand node 3 and link 6
for demand node 6. Thus, the addition of redundant links does not
necessarily increase the total link costs by the full cost of the
redundant links.

Each of the minimum cost optimizations assumed that there
are three identical pumps operating in parallel at node 8 each pro-
viding one-third of the total flow rate at the same head 1ift.
Since the pump capital cost function is also concave in flow rate

for fixed head 1ift, the cost of a single high flow capacity pump
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is less than any equivalent number of smaller flow capacity pumps
operating in parallel. The use of parallel pumps serves to insure
that pump failure will not completely degrade system performance and
provides considerable flexibility in efficiently meeting varying
flow demands. To assess the added cost of paraliel pumping Probiem
P13 was solved with a single pump for both the core tree and the
fully looped layouts. In both cases the total system costs for the
single pump system were roughly 3500 less than that of the multiple

pump system,

5.5.4.3 Performance Optimization of Single Fire Demand Loading

This section examines the results of applying the solution
algorithm to solving the MAXWMIN problem for the fire demand loading
shown in Figure 5-3. Since the formulation for this particular
problem has been discussed in considerable detail in earlier sec-
tions of this chapter, the emphasis will be placed on presentation
and analysis of the resuits. For comparison purposes, the optimiza-
tion has been performed far both the core tree and the fully looped

network.
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5.5.4.3.1 Budget Level Selection

Although the system can only be designed for a single budget
level, to assist the decisionmaker in making the tradeoff between
cost and system performance it is best to provide performance data
for a range of alternative budget levels. To compute a Tower bound
for BMAX the MINCOST problem was solved with minimum normal and
emergency loading demand heads at 90 and 46 feet respectively. The
initial flow distribution used for the normal loading was the optimal
flow distribution from Figure 5-15. The initial emergency loading
flow distribution was derived by adding the additional fire demand
flow to the initial normal flow on the shortest path from the source
node to the fire demand at node 6. The resulting minimum cost for
the core tree layout is $50,533 and for the fully looped layout
$58,942. Based on these results, the performance optimization for
the core tree layout started at BMAX = $50,000 and for the fully
looped layout at BMAX = $55,000. The upper budget levels were
determined during the course of the optimization procedure which is

described below.

5.5.4.3.2 Qptimization Procedure

The following procedure was used to insure continuity of

results over the range of budget levels:

O




e

228

STEP 1. Initialize BMAX.

STEP 2. If budget constraint is loose, STOP. Otherwise, GO TO

STEP 4.

STEP 4. Increment BMAX by $5000. Initialize flow distribution and

set of candidate diameters to values from previous optimal

solution. GO TO STEP 2.

Convergence to a local optimum solution for the fully looped layout

was fairly rapid taking only a few iterations.

5.5.4.3.3 Normal Loading Pressure Reducing Value

In the course of applying the above procedure to the example
problem unexpected but valid results in the behavior of the normal
pumping head led to a small but important change in both the system
configuration and the model formulation. Figure 5-16 shows the heads
provided by the elevated storage, the normal pump, and the standby
pump for various budget levels for the core tree layout. Starting
at BMAX = $50,000 the normal pump's head 1ift increases in direct
proportion to storage height increases. Storage height increases
are driven by the maximum performance objective function. Rewriting

source equation (5-10) in a slightly different form we have
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XP,(1) = 20 + XS, + z AHF (1) (5-58)

Thus, assuming fixed l1ink diameters and flows, increases in the
height of elevated storage results in increased normal pump head
1ift. However, the nodal heads under the normal loading condition
are not part of the objective function and need only exceed minimum
levels of 90 feet. Figure 5-17, which shows a breakdown of system
costs with increasing budget level for the same problem, indicates
that 1ink costs are nondecreasing and that total pump costs account
for roughly 60% of the $25,000 increase in budget level. WNormal
pumping cost increases, which include expensive energy costs,
account for roughly 80% of the $15,000 increase. The physical
result is that the minimum nodal head on the normal loading condi-
tion at BMAX = $75,000 is almost 120 feet. Similar results were
encountered on the performance optimizations of the fully looped
layout for one and two emergency loading conditions.

As discussed in section 5.5.2.6 unremovable infeasibilities
in the loop or source equations, i.e., nonzero dummy valve variables,
may indicate the need for a real valve in the system. However, in
this case there appears to be a need for a real valve to reduce

the head provided by the elevated storage under the normal loading

PR
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to allow the normal pump to operate at a lower head but at the same
time allow the extra storage head to be available in case of emer-
gency loading conditions. This was done by setting the penalty

costs of the dummy valves on the normal loading source equation to
zero and adding an upper bound equation to the model on the amount

of resistance, RMAX, that the valve can provide, i.e.,

+ -
- + \ - =
XP,(1) - X5 ¢ z A HF, (1) + XYy - XV = 20
ke PATH, (5-59)
and
KVT o+ VD < RMAX (5-60)

+
XV] corresponds to a pressure reducing valve located at the elevated

storage reservoir and XV

1

station. Also, any nodal pressure constraint referencing a source

to a pressure reducing valve at the pump

node with an active valve must include the vailve to properly compute
the nodal head. To implement the final system design a pressure
reducing valve with maximum resistance given by the optimal valve
resistance will be placed in the system for use under the normal
loading to allow the system to balance. Figures 5-18 and 5-19 show
the corresponding changes in head values and system costs for the

tree layout resulting from adding the normal valve. Although
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normal pumping head increases slightly over the budget range, this '
results from the constraint that the head 1ift of the standby pump

cannot exceed the normal pumping head 1ift. Thus, to increase the

system performance once the storage has reached its maximum height

requires the normal head 1ift also to increase at a very high cost.

A1l subsequent results have normal loading pressure reducing valves

in the system. Because of the large reduction in costs from this

change, the budget increment was reduced to $2,500 and the optimiza-

tion was terminated when the minimum pressure approached normal

minimum requirements of 90 feet.

5.5.4,3.4 Discussion of Results

Figure 5-20 shows the concave cost vs performance tradeoff
curves for both the core tree and fully looped network layouts. f

Since the core tree can satisfy normal loading condition require- i

ments at minimal cost, it has more funds than the looped layout i
2
available to allocate to maximize performance on the fire demand v
. . . ]

emergency loading condition. However, this result does not apply

to the broken link emergency loading conditions.

: E
Analysis of the performance/cost curves for both layouts 1
‘l
reveals three distinct sections: f
14
!
i
i
i
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1. A strictly concave section at low budget levels where small
budget increases result in large performance increases.
2. A linear section in the middle where performance increases
are directly proportional to budget increases.
3. A strictly concave section at the end where performance
increases very slowly with budget.
The first section corresponds to rapid growth in the cost of all
budget components, Tink, pump, and storage. The increasing system
performance results both from decreasing frictional head loss as
link diameters increase and from increasing external energy from
pumps and storage. For storage elevation the added head is linearly
proportional to the cost. For pump head 1ift the cost/head 1ift
relationship is mildly concave. For link k the frictional head

loss AHF,  is inversely proportional to the link diameter D

k k

1
ME ~ o (5-61)
D
k
and its diameter is directly proportional to its cost Ck
1/22
D, ~ () (5-62)

. -
Er,-b bl
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Substituting for D, in (5-61) and differentiating with respect to

k

€ , we have

k
2arf ) NN S (5-63)
3C 2 m/ 2,41
k 2 \(c,) 2
k
. . 4.78
which is equal to -3.78/(Ck) for the values m = 4.87 and

LZ = 1.29 wused in the computation. This result indicates that the
rate of reduction in frictional head loss decreases significantly
with the amount, Ck , invested in link k. It explains the sharp
but marginally decreasing performance improvements for small budget
increases above the minimum budget level.

When the marginal return from allocating additional funds to
increasing link diameters decreases sufficiently, the link cost com-
ponent and the link design stabilizes. The budget increment is then
completely allocated to providing increased head from pumps and
storage. Since the storage costs are linear and the pump capital
costs are mildly concave, the performance increase on the second
section of the curve is almost directly proportional to the budget
increment.

The third section of the curve begins when the storage

height reaches its maximum elevation of 50 feet. Further small

FE
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performance increases require a combination of expensive normal pump
head increases and larger diameter links. This results in the final

strictly concave section with rapidly decreasing marginal returns.

5.5.4.4 Performance Optimization of Fire Demand and Broken Link
Loading Conditions

As discussed in Chapter 4, broken link loading conditions
are usually taken into account by solving the set or flow covering
models. However, if failure of a specific primary link could have
a catastropnic impact on the system, this loading condition can be
incorporated into the detailed system design. The purpose of this
section is to illustrate the model's capability to handle the
broken 1ink loading condition and multiple emergency loading

conditions.

5.5.4.4.1 Broken Link Loading Condition

The broken link loading condition, failure of primary link 3,
is shown in Figure 5-5. The nodal demands are average daily demands
(1/2 peak hour). It is assumed that all three normal pumps are
operating and that their common head 1ift on the emergency loading
cannot exceed their head 1ift on the normal loading. Path con-

straints for this emergency loading are written in the usual manner
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except that no constraint for the loading can contain 1ink 3 and

the loop associated with 1ink 3 is deleted.

5.5.4.4.2 Discussion of Results

5.5.4.4.2.1 Egqual Weights

Using the same procedure as in section 5.5.4.3, the MAXWMIN
problem was solved for budget levels ranging from $62,5G0 to $75,000
in $2,500 increments with equal objective function weights assigned
to each loading. The behavior of the total performance/cost curve
in Figure 5-21 displays the same concave pattern previously noted
for fire demand performance alone. However, the individual loading
head curves, although monotonically increasing, do not share the
same pattern. This result is not unexpected since the solution
algorithm must allocate the given budget based on the overall system
performance on all emergency loadings. Figure 5-22 and 5-23 display
the optimal nodal and head distribution for BMAX = $70,000 for the

fire demand and broken link loadings, respectively.

5.5.4.4.2.2 Unequal Weights

Figure 5-24 illustrates the sensitivity of the optimal solu-

tion to changes in emergency loading weighting coefficients for
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BMAX = $70,000. The horizontal axis is the weighting coefficient ‘
for the fire demand loading. The corresponding broken link weight-

ing coefficient is found by subtracting the fire demand weighting

coefficient from 1. The total objective function value for this

particular problem is not especially sensitive to small changes in

the weighting coefficients. As the fire demand loading weighting

coefficient increases the optimal solution reallocates funds from

increasing the diameters of links 2 and 7, which carry the water

flow formerly transported by link 3, to increasing the head on the

standby pump.

5.5.4.4.2.3 System Design Comparison

This section compares the minimum cost core tree layout with

the maximum performance fully-looped system for BMAX = $70,000.

The $24,177 cost difference between the two systems includes $19,776
for links, $2,577 for storage height, and $1,824 for pumping. Of
the added link costs $12,258 was. allocated to redundant links. The
height of the storage reservoir increased by 17.7 feet. The $1,824
pumping cost increase was a combination of a $236 decrease in normal
pumping cost and $2,060 for a standby pump capable of providing 33.9

feet of head Tift at a flow rate of roughly 2300 GPM. A comparison

of the link designs from both optimizations (Tables 5-4 and 5-6)
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Table 5-6

OPTIMAL PERFORMANCE LINK DESIGN FIRE DEMAND AND
BROKEN LINK LOADINGS, BMAX = $70,000

Link No. IZ:Slh Segment 1 Segment 2

(ft) Diameter Length Diameter Length

1 3000 16 646 18 2354

2 2500 8 52 10 2448

3 1000 18 162 20 838

4 1500 12 241 14 1259

5 3000 10 %8 12 2902

6 3500 16 3500

7 4500 12 4500

8 5000 6 4455 8 545

9 100 18 100
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reveals :inat the major increases in link diameter occurred in links
3, 4, and 5, all of which played a significant role in the emergency

loading conditions.

5.5.5 OQverall Assessment

The solution algorithm has proven itself effective for solv-
ing the MAXWMIN problem for small distribution system design prob-
lems. Using the step-by-step method for selecting the MAXWMIN
initjal flow distributions described in section 5.5.2.3 has been
particularly helpful in accelerating convergence to a local optimum.
The introduction of real valves on the source path for multipie
source systems has allowed a more realistic design of the system.
Nevertheless, the true test of the solution algorithm must be its

ability to design realistic size systems to be treated in Chapter 6.

Sl e e e e ——— =

S e e g

L. BRtRaar -

5

&




CHAPTER 6

APPLICATION OF METHODOLOGY

6.1 Introduction

Chapters 3, 4, and 5 developed an hierarchical system of
mathematical models for complete design of a water distribution
system. Emphasis was placed on laying a firm theoretical foundation
for the models. Applications of the solution algorithms were limited
to small example problems and principally for illustrative purposes.
However, for the system of models to be truly practical, each model
must be capable of satisfactorily handling the size of problem
encountered during the reconnaissance phase of water distribution
system design (section 2.2). This chapter applies the methodology
developed in the previous chapters to a realistic distribution system
design problem.

Some of the major considerations in successful application
of a mathematical computer model to a real life problem include:

1. There exists real Timits on the amount of computer storage

available.

248
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2. The confidence that can be placed on the results of the
model is heavily dependent on the accuracy of the input
data.

In the course of applying the hierarchical system of models to a

realistic size distribution system design problem, certain difficul-

ties arise in rigidly applying the theoretical model to the real life

system. These difficulties are principally encountered in the
detailed design phase. The successful resolution of this conflict
between the theoretical model formulation and the practical model

application form an important part of this research.

6.2 Description of System

The design methodology was applied to a real life distribu-
tion system analyzed by Alperovits and Shamir [46]. To reflect the
layout problem encountered by the system designer during the recon-
naissance design phase the final network layout was skeletonized,

i.e., aggregation of smaller nodal demands, and additional potential

1ipks were included in the system.

6.2.1 Distribution System Topology

The network of 26 nodes and 51 potential links is shown in

Figure 6-1 including link lengths and nodal elevations in feet.
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Nodes 1-24 are demand nodes, nodes 25 is an elevated storage reser-
voir and node 26 is a pumping station.

6.2.2

Pumps

Because of lack of data on the actual pumping arrangement
for the system [46], the guidelines of Al-layla et al. [26] were

used for the normal system pumping at node 26. Four identical pumps
operating in parallel are used on the normal loading condition.

Two
identical standby pumps are available to replace out-of-service
normal pumps.

A varjable speed pump designed to operate in parallel
with the normal pumps is available to provide increased fire flow.
Although not necessary to provide the required fire demand flow,
booster fire pumps placed in series with the other pumps at the pump
station at node 26 and in series with the elevated storage reservoir

at node 25 may be required under the fire demand loading condition
to increase pressure at the fire demand node.

That is, if in the
optimal solution the head-1ift for a specific booster pump is non-
zero, the need for a fire booster pump is indicated. Section 6.2.4
will discuss in detail the relationship between the pumps described

above and the specific loading conditions under which each pump is
designed to operate.

|

|

|
|

1
i
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6.2.3 Elevated Storage Reservoir i

The elevated storage reservoir at node 25 has a capacity of
1.68 million gallons necessary to handle normal (peak hour), fire
fighting, and reserve demands. The cost of elevating the storage res-

ervoir is 57000/ft and maximum storage elevation is 50 feet [46].

6.2.4 Loading Conditions

6.2.4.1 HNormal

Figure 6-2 shows the normal (peak hour) loading conditions.

6.2.4.2 Emergency

e — e

Based on Insurance Service Office [77] and state {65, 67]
and municipal [66] guidelines, two fire demand emergency loading
conditions were selected.

1. Fire demand of 7500 GPM at node 9.

The flow for this demand will be supplied from the nearest source--

the pumping station at node 26. Consistent with fire insurance i 1

guidelines [80], this loading condition assumes that two normal
pumps are out of sérvice and are replaced by the two identical

standby pumps. An additional variable speed pump will be operating
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in parallel with the other 4 pumps providing the additional 7500 GPM
fire demand flow.
2. Fire demand of 3000 GPM at node 22.
The flow for this fire demand will be supplied from the nearest
source-~the elevated reservoir at node 25. Because of the remote-
ness of this fire demand and the relatively small normal demand in
this area, two booster pumps--one in series with the elevated stor-
age reservoir and the other in series with the other pumps at the
pumping station--have been added to the network configuration to
allow the system to add additional pressure to the fire demand node.
Consistent with standard practice [80] both of the above
fire demands are assumed to occur simultaneously with the normal

loading condition but not simultaneously with one another.

6.3 Selection of Tree Layout

6.3.1 Introduction

The first level model in the hierarchical system selects the
layout of the minimal cost tree, i.e., the core tree. Applying the
Matrix Tree Theorem for Graphs (section 3.3.1), there are more than
6.5 x 1010 possible spanning tree layouts making enumeration and

optimization of all possible tree layouts impractical. This section
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applies the shortest path tree and nonlinear minimum cost flow
models to selecting the layout along with the intuitively appealing
minimal spanning tree model. It concludes with a comparison of the

two candidate models.

6.3.2 Shortest Path Tree Model

6.3.2.1 Assignment of Demand Nodes to Sources

To use the shortest path tree model for a multiple source
system we must first assign demand nodes to their primary sources.
Using the normal loading external flows (Figure 6-2) and the link
lengths (Figure 6-1), application of the linear minimum cost flow
problem (Problem P4) assigns demand nodes 1-15 to source node 26 and

demand nodes 16-24 to source node 25.

6.3.2.2 Application of Model

Since the 1links are assumed to have unlimited flow capaci-
ties, the optimal solution of the minimum cost flow problem of the
previous section transports water from the source to the demand
nodes it supplies along the shortest path between them. Thus, the

links with nonzero flow in the minimum cost flow solution are also
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the links in the shortest path tree for each source which is shown
in Figure 6-3.

To form the core tree for the system we must select a pri-
mary link to connect the separate spanning trees. Althougn the
choice is somewhat arbitrary, two good candidates are the shortest
link between the two trees, 1ink 33, and the link completing the
shortest path between the two sources, link 28. Althouth link 33
was chosen based on cost considerations, because in a distribution
system with balancing storage water will be flowing from node 26
into the elevated storage reservoir at node 25 du-ing periods of

Tow demard, 1ink 28 is.a good alternate choice.

6.3.2.3 Minimum Cost Design

Using only a single pump at node 26, the minimum cost for
the shortest path core tree layout (Figu}e 6-4) was found to be
$134,707 including $95,859 for links, $28,649 for pumping (15.4
feet head 1ift), and $10,199 for storage (20.0 feet elevation).
Since this system has no reliability in case of link faiiure, pump
outage, or fire demand in excess of normal demand, its cost repre-
sents a baseline for assessing the cost of increasing system

reliability.
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6.3.3 Nonlinear Minimum Cost Flow Model

6.3.3.1 Application of Model

Mylander's linear programming code LPREVISE [95] was modi-
fied to use the A-method of separable programming to solve the non-
linear minimum cost flow model. The resulting program with 128 rows,
408 structural columns, and 1448 nonzero elements (density 2.11 per-
cent) took 459 linear programming iterations and 284 seconds of CPU
time on the University of Texas CDC 6400/6600 computer system. The
high CPU time is attributable to implementation of the restricted

basis entry criterion. The resulting tree layout is shown in

Figure 6-5.

6.3.3.2 Minimum Cost Design

Again using only a single pump at node 26, the minimum cost
design for the resulting network layout was found. The total cost
of this system is $129,679 including $89,859 for links, $28,787 for
pumping (15.5 feet for head 1ift), and $11,033 for storage (21.7
feet elevation). The cost reduction of $5,028 from the shortest
path tree layout is principally due to the $6,000 reduction is link

costs which the nonlinear flow model is expressly designed to

minimize.

- e
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6.3.4 Minimal Spanning Tree Model

The concept behind this intuitively appealing model is to
minimize the sum of link costs by installing a minimum length tree
layout. For our problem the minimal spanning tree layout is shown
in Figure 6-6. The minimum cost for this layout is $156,464 iiclud-
ing $112,037 for links, $28,775 for pumping (15.5 feet head 1ift)
and $15,652 for storage (30.8 feet elevation). This is roughly a 20%
increase in cost over the other two models principally due to the need
to install larger diameter links to accommodate higher 1ink flows and
to elevate the storage reservoir another 10 feet. In addition to
its increased cost, because of the high link flows and extended
structure, the minimal spanning tree is considerably more vulnerable

to primary link failure than the other tree layouts.

6.3.5 Analysis of Results

6.3.5.1 Tree Structure

A comparison of the shortest path tree layout (Figure 6-4)

and the nonlinear minimum cost flow tree layout (Figure 6-5) reveals

P e e m edee A e -

similar tree structures especially along the links carrying large i

quantities of flow leaving each of the sources, i.e., links 3, 8,

7, 8, 11, and 14 for node 26 and links 37, 38, and 39 for node 25.
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In other sections the trees complement each other, e.g., links 1 and
4,and 6 and 25. As expected, the shortest path tree shows a ten-
dency to branch directly to demand nodes with slightly more links
Teaving well positioned nodes 5 and 17. This branching tendency
leads to less vulnerability in case of primary link failure as evi-
denced by lower link flows on major primary links 11, 14, 19, 37,

and 38.

6.3.5.2 System Cost

In section 5.3.2.6.2 the capital costs of the system were
converted to equivalent uniform annual costs (EUAC) to allow the
capital and operating costs to be combined in a single budget.
Since the operating costs of both tree Tayouts are almost identical,
it appears more appropriate to directly compare the initial capital
costs of each layout, i.e., the value of the bond issued to finance
the capital costs, to accurately assess the impact of using the
different models. The cost breakdown in Table 6-1 shows a 1link
capi;a] cost savings of $83,506 and overall capital savings of
$71,809 resulting from the nonlinear flow tree layout. This
result provides a significant counterexample to Bhave's assertion
(49] of the general optimality of the shortest path tree. This

cost reduction can be attributed to the fact that the nonlinear

A A e < a e ¢ e e i
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minimum cost flow model takes into account not only the link length
but also the link flow distribution, the actual link capital costs,

and the individual link roughness coefficients.

6.3.5.3 C(omputational Cost

The shortest path tree model took considerably less time to
set up and to solve on the computer than the nonlinear flow model.
This fact is a direct reflection of the relative complexity of the
two models. However, from a practical viewpoint neither model took
an excessive amount of time compared to the other proposed tech-

niques (section 3.3).

6.3.5.4 Qverall Assessment

The results of Table 3-2 (section 3.3.4.4) demonstrated that
evaluation of a particular layout's tree path length or nonlinear
flow cost is an accurate measure of the actual cost of the tree
layout. Table 6-2, which presents the shortest path, nonlinear
flow, and minimal spanning trees for the three measures used to
derive them, further confirms the capability of the tree path
length and nonlinear flow cost criteria to discriminate between

economical and expensive core tree layouts.

P
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Based on the cost reduction achieved by using the nonlinear
minimum cost flow model, the increased computational burden of the
nonlinear minimum cost flow model appears worthwhile. Moreover,
because of the gross simpiifications implicit in the shortest path
tree model, the potential for significant cost savings over the
wide range of distribution system design problems from using the

nonlinear minimum cost flow model is considerable.

6.4 Selection of Redundant Links

6.4.1 1Introduction

The next Tevel model in our hierarchical system is res »n-
sible for selecting the redundant links to complete the network
layout. This section will apply both the set covering model
(Problem P6) and the flow covering model (Problem P7) to the short-
est path and minimum nonlinear cost tree layouts (Figure 6-4 and
6-5)--the outputs of the first level models. This section will

conclude with a comparison of the candidate models.

6.4.2 Failure Analysis of Tree Layout

For a multiple source system, failure analysis requires two

major steps:
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1. ldentification of redundant links capable of covering the
failure of each primary link (section 4.3.3).

2. ldentification of primary links on all source-to-source
paths whose diameter may be increased to cover failure of
another primary link on the source-to-source path

(section 4.4.4).

6.4.2.1 Shortest Path Tree Layout

Table 6-3 presents a failure analysis of the shortest path
tree layout. To assist in following this analysis the shortest
path tree with average daily demands and the non-tree (candidate
redundant links) is shown in Figure 6-7. Column 1 of the table is
the failed primary link. Column 2 is the set of demand nodes cut-
off from the primary source by the primary link faijure. Column 3
is the set of candidate redundant 1inks capable of covering the
failure of the primary links. These are the nonzero elements in
the primary link covering constraints (equations (4-6) and (4-10)).
Column 4 is the minimum required flow capacity (di) of the redun-
dant and primary links serving the set of nodes disconnected from
their principal source by the primary link failure in the flow
covering model (Problem P7). This quantity is initially set equal

to the average daily flow rate to the disconnected set of nodes,




269

- R o —— N - — —_——— -

——— N Y =) —

HIAOD WNF T
WWINIK

G6

ne6?
GRf
GHG

0l
nos
0601
GEfl

592
628
06y
006
(U
5991

0Re
ovez
024
S56%1
G601
597
01/
SR

S0 4017 01
SANIT 40 A1TIVAVD
HOTS HOWINIW

6b v (v 9v 22 0s
(v'og 02 117
6b By SH 12 £b
(v ob sh oL Get bt 0z°61 A7
G2 300N 3D4N0S 01 IMIIVCAV INTT Y
{1 174 o
1560 b (v ob €222 6€
60 BY (b OV oL SEbELE 12'02'61°81 *8¢
6V BV LV OV 9L SE YEIE 0E B2 12°02°6t°81°91 «l£
334N0S WAIDHTYd Wo¥d 440100 SIION ON *£€
ve2etze vt 62
LIALTAA B 7 Sl €2
9£°GE et lET0E L2722 12 pLeL 61
9 SE 2e vz ez 12°02 si'e i
82" (292 8l 4l 9
9C GEbE 1202 (2 b2 02°8L"6 TR 2R B 2 1]
92 J00N 32¥N0S 01 1MIDVrOV INID +£]
97°G2°51°§ 1 A
9 GE PETLE0E° 82792 4202 51 6 sL'vi‘cLrzL'e L9 xti
$2°'02 SE'preLi21'e L9 0l
v2°02°6°9°2 6°b'e 8
v2'02°6 € L
52 ] v
652'6°9°2 oLz £
9 b4 l
SANTT 1HvaNNOTY 30UN0S WAIONTHd WONY  INTD
JIVaiaNyd INTHIAND 430102 SICON AYVWIdd

INOAVY 3L HIVA 1SITHONS 40 SISATYNV Funtivi

€-9 agqe)

» m\wﬁ




AD=ALl0S 412

UNCLASSIFIED

45

AIR FORCE INST OF TECH WRIGHT=PATTERSON AfB OH

F/6
A METHOOOLOGY FOR OPTIMAL DESIGN OF WATER DISTRIBUTION SYSTEMS, (U)
DEC 79 w F ROWELL
AF1T=Cl=79-2340

1y/2°




270

{onvi3a Vol 2/1)
NOTL1QHOD SHIGYOT ATIVG 3TNU3AV LNOAVY 33Ul H1vd 1SI1U0NS

~------ 3343-uOl £-9 2anb)y

R R ¥ | JHIWH |

[soe-1




271

i.e., 1/2 the normal demand (peak hourly). The minimum flow capa-
city requirements for the primary links on the source-to-source path
(starred in the table) were subsequently reduced by 360 GPM since
the minimum diameter of the links on the source-to-source path in
the MINCOST optimization (section 6.3.2.3) is 6 inches (link 33).
Column 5 is the corresponding minimum Tink covering requirement (ri)
for the set covering problem (Problem P6). The reguirements for
primary links on the source-to-source path are likewise reduced by
1 to reflect the alternate supply source.

Table 6-4 presents a bottleneck 1ink analysis of the primary
1inks on the source-to-source path: Column 1 is the set of links
on the source-to-source paths which are candidates for diameter
increases. Column 2 is the link's optimal diameter in the shortest
path tree's MINCOST optimization and Column 3 the accompanying

empty flow capacity (10 D2 The entries in columns 4-9 are the

k)'
average excess flow capacity for the primary links in coiumn 1

available in case of failure of the primary links in each column
(section 4.4.4). The link where the minimum excess capacity is

achieved is the primary bottleneck for the failure of link i
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Table 6-4
BOTTLENECK LINK ANALYSIS OF SHORTEST PATH TREE LAYOUT
AVERAGE EXCESS FLOW CAPACITY (GPM)
EMPTY AFTER FAILURE OF PRIMARY LINK NO.
LINK  LINK ELOW (EQCAP. )
NO. DIAMETER CAPACITY !
(IN) (GPHM) 11 14 19 29 37 38
1 28 7840 X X X x 5500 5500
14 16 2560 2560 X X X 895 895 :
19 10 1000 1000 X X X 510 510
29 8 640 640%* B40** 640%*  x 375%% 375w
33 6 360 360 360* 360* 360* 360*  360%
37 18 3240 1905 1905 1905 1905 X X
38 16 2560 1470 1470 1470 1470** 2560 X i

x = Failed 1ink or link on path from disconnected source.

* = Primary bottleneck.

YA

** = Secondary Bottleneck

TRy b siae #ildice ol -seb

2
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(single star) and the minimum excess flow capacity is EQCAP (equa-
tion (4-14)). The secondary bottlenecks are indicated by two stars.
Since link 33 is the primary bottleneck for all link fail-
ures, we will consider incorporating the decision to increase the
minimum 1ink diameter on 1ink 33 from 6 to 8 inches. For links 11,
14, 17, and 18 increasing link 33 to 8 inches gains 230 GPM and for

1inks 37 and 38, 15 GPM. The cost for this increase is

2 2
2 2
2, (87 -6 )l.33

6.4.2.2 Nonlinear Minimum Cost Flow Tree Layout

The failure analysis for the nonlinear minimum cost flow
tree layout (see Figure 6-8) is similar to the shortest path tree
analysis and is presented in Table 6-5. Likewise, the accompanying

bottleneck analysis is presented in Table 6-6.

6.4.3 Set Covering Model

The search enumeration 0-1 integer programming code RIP30C
(Geoffrion and Nelson [96]) was used to solve both the set covering
and flow covering models. The general procedure was to run RIP30C
until either all possible solutions were enumerated, i.e., an opti-

mal solution was found, or approximately 200 CPU seconds elapsed.
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Table 6-6
BOTTLENECK LINK ANALYSIS OF NONLINEAR MINIMUM
COST FLOW TREE LAYOUT
AVERAGE EXCESS FLOW CAPACITY (GPM)
EMPTY AFTER FAILURE OF PRIMARY LINK NO.
LINK  LINK FLOW (EQCAP.)
NO. DIAMETER CAPACITY !
(IN) (GPM) N 14 19 29 37 38
1 30 9000 X X X x 7115 7115
14 18 3240 3240 X X x 1045 1045
19 14 1960 1960 1960 X X 840 840
29 8 640 640%*  640**  BAO**  x 375%%  375%*
33 6 360 360  350*  360* 360* 360* 360*
37 18 3240 1810 1810 1810 1810 X X
38 16 2560 1375 1375 1375 1375%** 2560  «x

*%

Failed link or link on path from disconnected source.
Primary bottleneck.

Secondary bottieneck.

i 'I . JUFOUSPSIPRVEE
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Although this procedure did not always guarantee the optimal solu-
tion, in those cases where the time limit was reached, the best
solution was almost always found within the first 20 seconds and
the remainder of the 200 seconds spent eliminating inferior solu-
tions. The above procedure was adopted to avoid the excessive

computational cost of obtaining only a marginally better solution.

6.4.3.2 Results

The results of applying the set covering model (Problem P6)
to the shortest path tree layout is depicted in the full network
layout of Figure 6-9. Al]l Tinks were assumed to have the same mini-
mum diameter of 6 inches. The associated equivalent uniform annual
cost was $18,727.

The results of applying the set covering model to the non-
linear minimum cost flow tree layout is shown in the full network
layout of Figure 6-10. The total equivalent uniforh annual cost

was $19,543.
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6.4.4 Flow Covering Model

6.4.4.1 Introduction

To apply the flow covering model (Problem P7) an appropri-
ate set of minimum candidate diameters Sk must be chosen for each
1ink. Since most municipal systems use 6 or 8 inch minimum diame-
ters, these were chosen as the two candidates. Since average daily
flow can vary from 1/2 to 1/4 of normal (peak hour) demand, the

probiem was solved separately for minimum flow reguirements (di)

of 1/2, 1/3, and 1/4 normal demand.

6.4.4.2 Results

Figure 6-11 depicts the full network layout resulting from
solving the flow covering problem for the shortest path tree layout
with average daily flow equal to 1/2 normal flow demand. The total
equivalent uniform annual cost fcr the redundant links is $22,572.
Figures 6-12 and 6-13 show the resulting network for 1/3 and 1/4
normal flow demand which had costs of $19,612 and $14,830,
respectively.

For the nonlinear minimum cost flow core tree the flow

cover for 1/2 normal demand, shown in Figure 6-14, has a cost of
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$25,694. The flow covers for 1/3 and 1/4 normal demand (not shown)

have costs of $21,602 and $16,986 respectively.

6.4.5 Analysis of Results

6.4.5.1 Layout Structure

Analysis of the full network layouts reveals a remarkable
stability in the structure of the networks. Solutions obtained
using the set covering model for each tree layout contain with
minor variation the same set of links as the corresponding flow
covering solutions. A]so,_among the different flow covering solu-
tions for each tree layout the redundant link design remains stable
simply lowering diameters as the flow requirements decrease. This
redundant link design stability suggests that for a given core tree
layout and normal flow distribution there is a natural set of eco-
nomical redundant links that best defend the system from primary

link failure.

6.4.5.2 Computational Cost

R P
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Table 6-7 presents a summary of the computational experience

.

-

in solving the set and flow covering problems using RIP30C. The

first column under each tree layout is the total CPU time to run the
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problem. The second cclumn is the CPU time at which the best feas-
ible solution was found. The third column is the percentage of
feasible solutions enumerated by the algorithm at termination. If
all feasible solutions have been enumerated (100%), we are guaranteed
an optimal solution has been found.

As expected, the set covering problems containing approxi-
mately 20 equations and 25 decision variables were considerably easier
to solve than the flow covering problems with approximately 45 equa-
tions and 50 decision variables. In general, the algorithm finds a
good solution for the flow covering problem very quickly and spends
the majority of its time verifying its optimality. Also, for the
flow covering problem, the lower the minimum flow requirements the

faster the problem is solved.

6.4.5.3 Overall Assessment

Thus, in general the set covering problem (Problem P6) because
of its size is significantly easier to solve computationally than the
flow covering problem (Problem P7). Although it does not provide the !
detailed information on the best diameters to install on the redundant |
links, its selection of redundant links seems to agree well with the

results of comparable flow covering problems. '
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In light of these results it appears that a two-step proce-
dure using both models can be used to reduce the overall computa-
tional burden and also provide detailed design information. The
first step involves solving the set covering problem using all can-
didate redundant links to screen out undesirable links. In the
second step a set of candidate diameters is selected for each of the
optimal redundant links from the first step and the appropriate
reduced flow covering problem is solved for the minimum link diam-
eters. The screening process of the first step significantly reduces
the number of decision variables for the flow covering problem while
still assuring a good set of redundant links from which to select.
Applying the above two-step procedure to the shortest path tree lay-
out problem with flow covering at one-half normal demand resulted in
a total combined CPU time of .75 seconds (.70 for the set covering
problem and .05 for the reduced flow covering model) versus more than

200 CPU seconds using the full flow covering model.

6.5 Detailed System Design

6.5.1 Introduction

The detailed system design was performed for the fully looped

network shown in Figure 6-11. However, before examining the details
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of the design, we will discuss the difficulties encountered in apply- ’
ing the solution algorithm to a realistic size problem and the steps
taken to make the algorithm practical for its intended application.
Next, we will use the MINCOST optimization problem to assist us in
selecting initial flow distributions and budget Tevels for the MAXWMIN
optimization problem. Next, we will present the results of computa-
tional tests of Shamir and Alperovits' gradient [46] (Equation 5-51),
Quindry et al.'s [94] (Equation 5-56) gradient with interaction terms,
and the conjugate gradient with Beale restarts [97]. Finally, we will
apply the modified solution algorithm to the MAXWMIN performance prob-
lem, discuss implementation of the resulting design, and discuss

alternative applications of the detailed design model.

6.5.2 Model Modifications

Anticipating time and storage problems associated with solving
a realistic size problem, several changes (most of which have been
discussed in Chapter 5) had already been made to the solution

algorithm.

1. Reduction in the number of candidate diameters in each link

to 3 (at any iteration) (section 5.5.2.4).

e
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Limiting the number of minimum head constraints and exchang-
ing slack constraints for violated constraints (sec-

tion 5.5.2.2).

Restricting upward expansion of the set of candidate diam-
eters ance a feasible MAXWMIN solution is obtained (sec-
tion 5.5.4.3).

Coupling a Hardy Cross network balancer with the initial
optimal flow solution to accelerate reaching an initial
feasible solution (section 5.5.2.3).

Instailing a compact pointer system to reference links in
pressure equations.

Reducing the size of the linear program matrix by incorpor-
ating the positive loop/source dummy values (xvi+) as part
of the initial basic feasible solution.

Reducing the size of the linear program matrix by allowing
the user to tailor the number of loops in each loading as

necessary.

However, unforeseen problems developed in trying to rigidly apply the
solution algorithm to a realistic size problem. The major difficul-

ties involved were:
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1. Excessive time for updating the constraint matrix and re-
solving the linear program due to the large number of loop
constraints.

2. Inability to find a feasible (balanced) flow distribution on
all loading conditions and frequent infeasible flow distri-
butions even after feasibility had been achieved.

3. Flow changes frequently resulting in the linear program
itself having no feasible solution, i.e., unable to find a
solution satisfying minimum nodal pressure, constraints.
Unlike an infeasible (unbalanced) flow distribution, this
type of infeasibility automatically terminates the solution
algorithm.

4. Singular or almost singular constraint matrix due to identi-
cal or almost identical flow distribution on the same loop

on different loading conditions.

The first three problems led to a é]ose re-examination of the
model's requirement for simultaneously balancing all loops on all
loading conditions. Unlike conventional network balancing techni-
ques (Hardy-Cross, Newton-Rhapson) where link diameters are fixed and
flow changes are made until the imbalance is within a certain toler-

ance, the solution algorithm attempts to balance all loadings by
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both changing 1ink diameters and loop flow distributions. For a
balanced solution all loops are balanced exactly, i.e., zero toler-
ance. Because of the large penalty associated with any loop imbal-
ance (1 x 10]0 per foot of imbalance), the loop flow changes and
link diameters are extremely responsive to any imbalance. Thus, the
model and solution algorithm place a high priority on balancing the
network, often to the detriment of cost and performance considera-
tions.

For a single loading condition, i.e., known nodal supplies
and demands, and the availability of a sufficiently wide range of
pipe diameters, there is no difficulty in finding a balancing com-
bination of 1ink diameters and flows. However, with multiple load-
ing conditions having considerably different nodal supplies and
demands, the existence of a feasible solution, i.e., all loops on
all loading conditions balanced, is by no means guaranteed. Further-
more, with multiple conflicting flow distributions a feasible solu-
tion at one flow iteration may not be feasible after the next flow
change due to the combination of a small feasible Eegion and the
solution algorithm's desire to push the flow distribution in the
direction of increasing performance or redhcing costs.

What is the significance of the level of imbalance to the

system designer? To properly answer this question we must examine
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the meaning of steady state flow and the accuracy of the data pro-
vided to the model. In the course of a day a water distribution
system moves through numerous steady state flow conditions. During
each steady state period, by definition, nodal demands and supplies
must remain the same. Complex transient flow conditions govern the
behavior of the system as it moves from one steady state flow con-
dition to another. Technically, any loop imbalance means that the
system is in a transient state, i.e., the nodal supplies and demands
are changing.

A recent committee report on the status of water distribution
research and applied development needs {[54] noted the roughness of
both future water demand estimates and data on 1ink characteristics.
Thus, considering the transiency and uncertainty of steady state
flow conditions and the roughness of the input data, it appeared
reasonable to consider relaxing certain loop constraints to allow the
mode] to better reflect the accuracy of its input data and to make it
more tractable for realistic size problems.

The following alternative relaxations were each incorporated

into the computer model and tested on the large design problem:

1. Partial relaxation of normal loading condition loop con-

straints using no-penalty dummy valves with an upper bound

"
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on the amount of imbalance. After the solution of each CCP,
the Hardy Cross network subroutine balances the relaxed loops
in the normal loading condition.

2. Partial relaxation of the normal loading loop constraints as
in the first alternative but with no balancing of the normal
loop constraints between CCP solutions.

3. Complete relaxation of the normal loading loop constraints.

In all of the above relaxations, all other pressure constraints
(normal and emergency) were strictly enforced. The initial normal
Toading flow distribution in all cases was the optimal MINCOST flow
distribution.

Although the first alternative eliminated the difficulties
with infeasible linear programs, the computational burden of updat-
ing all the loop equations persisted. The second alternative pro-
vided a significant reduction in computation burden although Tike the
first alternative the introduction of no-penality dummy valves and
constraints on maximum imbalance did increase somewhat the number of
constraints and decision variables. A range of maximum loop imbalance
Tevels of .1 to 10 feet were tested with 5 feet working best. Since
the loop constraints were relaxed, the normal locading condition nodal

head values computed by the model were not necessarily correct.
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However, subsequent to the optimization, the Hardy Cross subroutine
balanced the normal loading loops and the normal nodal pressure
heads were then computed. A survey of several runs with the maximum
normal lToop imbalance level set at 5 feet revealed corrected normal
nodal heads within .25 feet of their uncorrected values. The third
alternative, complete relaxation of the normal loop constraints,
achieved the greatest reduction in computational burden. However,
the uncorrected head values varied sometimes by a few feet. Perhaps
more important, the real impact of the complete relaxation on the
optimization results in the general case can not be accurately
assessed.

Based on the above testing, the second alternative--partial
relaxation of the normal loop constraints--was implemented into the
solution algorithms. Thus, for.each normal loading loop constraint
i , the penalty costs for the dummy valves XV1.+ and xvi' were

set to zero and a constraint of the form

xv1.+ £, S MAXIMB (6-1)
was added where MAXIMB is the maximum imbalance permited on loop i .
Rao et al. [52] in their work on simulation of fire demand

loadings in existing water distribution systems noted that the effects
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of a fire demand at a particular node on nodal pressures and flow
distribution were limited to the surrounding nodes and links. Dur-
ing initial work with the fire demand loadings (located at opposite
ends of the distribution system) similar behavior was also encoun-
tered. More specifically, the fire demand loading condition at

node 9 had its principal effect on the nodal pressures and link flows
in loops I-VI (Figure 6-11), while the remainder of the system was
unaffected. Likewise, the fire demand loading condition at node 22
had its principal effect on the nodal pressures and 1ink flows in
loops VII and VIII. This behavior led to the important conclusion
that for a sufficiently large system, the prinpipa] focus during an
emergency loading condition could be limited to the section of the
system affected by the condition while the remainder of the system
could be assumed to be operating normally. In our design problem
per standard fire insurance guidelines [80] both fire demands occur
during the period of normal (peak hourly) demand. Thus, for each
emergency loading condition the distribution system was partitioned
to focus on the section of the system affected by the emergency load-
ing condition, i.e., loops I-VI for the fire demand at node 9 and
lToops VII and VIII for the fire demand at node 22. The flow distri-
bution on the loops in the remainder of the system is fixed at the

MINCOST optimal normal flow distribution. Taking advantage of this

i, b Ak

RIRE AR P VRPT I, RSN




297

aspect of water distribution behavior allows the system designer to
realistically analyze larger distribution systems and more emergency
loading conditions. Furthermore, the matrix singularity noted in

the fourth problem was removed since the emergency loading condition
loops, which were unaffected by the fire demand and needlessly dupli-
cated the corresponding normal loading condition loops, were elimi-

nated.

6.5.3 Minimum Cost Optimization

6.5.3.1 Introduction

This section presents the results of using the MINCOST prob-
Tem (Problem P13) to prepare for the MAXWMIN optimization (Prob-
Tem P12) and to investigate the effectiveness of alternate formulas
for computing the search direction. A summary of the relevant prob-
lem data for the MINCOST and MAXWMIN optimization is presented in

Table 6-8.

6.5.3.2 Budget Level Selection

To properly assess the cost of adding redundant links to the
shortest path tree layout a MINCOST optimization of the full network

layout (Figure 6-11) with a single pump under the normal loading

ek inly,
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was performed. The total cost of the design was $152,951 with

link costs of $112,423, pump costs of $29,252 and storage costs
$11,276. Comparison of these costs with the minimum cost of the
shortest path tree layout (Table 6-1) reveal a slight increase in
external energy costs of $1,480 and an increase of 316,564 in link
costs. Since as expected, all redundant links are at their minimum
diameters (Figure 6-15), the net change in link costs $16,564 results
from a $22,572 increase in redundant link costs with a $6,008 decrease
in primary link costs. This reduction in primary link costs results
from the diversion of water from the primary to the redundant links
allowing primary 1ink diameters to decrease as noted in sec-

tion 5.6.4.2.

Next, to obtain a lower bound on the caost of the satisfying
emergency loading conditions, the MINCOST problem (Problem P13) was
solved with minimum normal nodal heads of 98 feet and minimum emerg-
ency nodal heads of 0 feet per section 5.4.2. The cost of the result-
ing design was $174,038 including $130,601 for link, $34,292 for
pumps, and $9,145 for elevated storage. Of the $21,087 increase from !
the MINCOST normal loading only design, $18,178 were increased link f
costs, $5,040 increased pumping costs for added standby and variable
speed pumps at the pump station at node 26, and $2,131 decreased

storage costs. Although total pumping cost increased due to emergency
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pumping, the total external energy (normal pumps and storage) required |
by the system under the normal loading decreased slightly due to the '
larger link diameters. Thus, $175,000 was selected as the inijtial

budget level for the performance optimization.

6.5.3.3 Gradient Testing

To properly compare the search directions generated by
Shamir's [46] negative gradient without interaction, Quindry et al.'s

[94] negative gradient with interaction, and the conjugate gradient

with Beale restarts [97] proposed by the author, the MINCOST opti-
mization problem for the single normal loading condition was soived
using the three different methods starting at ten widely differing
initial flow distributions. Table 6-9 shows the different starting
points referenced to an initial flow distribution with 100 GPM flow
in each redundant link (starting point 1). Since the computation
time required to calculate any of the gradients is insignificant com-~
pared to the overall solution time, our main concern was the goodness
of the search direction generated by each gradient. Thus, each prob-
lem was run for 25 flow iterations. Table 6-10 shows the value of
the minimum cost solution for each gradient for each starting point

and the associated CPU time. Of the ten runs, the negative gradient

with interaction was best on 5 runs, the negative gradient without
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interaction was best on 4 runs, and the conjugate gradient best on

1 run. However, excluding the run where the algorithm was unable to
find a balanced flow distribution, the negative gradient had the low-
est average minimum cost of $154,924 and standard deviation $2,207
compared to $155,509 and $3,688 for the negative gradient with inter-
action and $158,789 and §$4,137 for the conjugate gradient. Examin-
ing the interaction term of the gradient, the second term in equa-
tion (5-56), we found that it was usually an order of magnitude less
than the negative gradient without interaction. Thus, there appears
to be little difference between the goodness of the search directions
generated by the negative gradient with or without interaction
except that the negative gradient without interaction appears to be
somewhat more consistent. The conjugate gradient is definitely infer-
ior to the other two gradients. Given the general irregular shape of
the optimal response surface as illustrated in the three-dimensional
Figure 3-2, the failure of more sophisticated techniques to generate
better search directions is not completely unexpected.

An interesting by-product of the gradient testing was the i
confirmation of the importance of selecting a good initial flow dis- ;
tribution. Because of the poor flow distribution, four runs resulted
in an unbalanced flow distribution even after 25 iterations. Also,

the lowest average optimal solution for all gradients occurred
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starting from the base flow distribution (starting point 1) which has
minimal amounts of flow in each redundant link and the balance in the

core tree links.

6.5.4 Application of Model

The performance optimization was done using the same procedure
as in the example problem of Chapter 5. Starting from the initial
optimal flow distribution of the MINCOST problem with all three load-
ing conditions and a budget level BMAX of $175,000 the budget was in-
cremented in units of $5,000 up to $225,000. At that point the lin-
earity of the performance versus budggt curve was evident. In gen-
eral, convergence of the solution algorithm was fairly rapid, gen-
erally taking less than 15 CCP optimizations and 200 seconds CPU time
on the COC 170/750A. Similar rapid convergence had also occurred for
the small example problem (section 5.5.4). In light of the fact that
the MINCOST solution is a local optimum solution the rapid convergence
of the MAXWMIN problem starting with the optimal MINCOST flow distri-
bution is not surprising.

Figure 6-16 illustrates the system performance versus budget
Tevel for equally weighted emergency loading objective function coef-
ficients. The overall system performance displays concave behavior

for small budget increments becoming linear around BMAX = $195,000.
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Unlike the example distribution system which had its performance
abruptly limited by a combination of maximum storage height and the
tremendous cost of increasing the normal pumping head, the presence
of the booster fire pumps allows performance on the node 22 fire
demand loading to increase with the budget. However, because of the
extremely high fire demand flow rate for the node 9 fire demand
(7500 GPM fire demand, plus 10,500 GPM normal), no provisions were
made to boost this large 18,000 GPM flow. Further increases in the
performance on the node 9 fire demand loading condition require
costly jncreases in the normal pumping head 1ift. Thus, unless the
node 9 loading condition objective function weighting coefficient is
heavily weighted, the solution algorithm will continue to allocate
funds to the less expensive, higher payoff alternative of increasing
pressure at node 22.

Figure 6-17 depicts a breakdown of the three major cost com-
ponents at each budget level. In general, all components increase
steadily until $195,000. At that level, performance increases from
increasing link diameters becomes minimal, link costs stabilize, and
the optimal solution allocates added budget increments almost entirely
to external energy from the booster pumps. Figure 6-18 shows the
external energy added by pumps and elevated storage versus budget

level. The head lift of the normal pump remains constant because of
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the high energy cost associated with its head 1ift. The two fire
demand booster pumps enter the system design as the budget level
increases.

For BMAX = $185,000, the objective function weighting
coefficients were varied from .1 to .9. Figure 6-19 displays the
performance of the system and Table 6-11, the cost breakdown and
added external energy for the selected weighted coefficients. As
the weighting coefficients for the node 9 fire demand is increased
the budget is reallocated from the booster fire demand pumps to
increasing the normal, standby, and variable speed pump head 1ifts

and the link diameters on the long path to the fire at node 9.

6.5.5 Design Implementation

This section discusses the implementation of the system design
for the optimal solution for BMAX = $195,000 and analyzes the cost
of reliability for this system. Table 6-12 shows the optimal link
design and Table 6-13 summarizes the detail pumping design for the
system,

A comparison of the cost components of the minimum cost short-
est path tree layout with the cost components of the $195,000 fully
Tooped system provides insight into the cost of increasing system

reliability. The majority of the $60,293 increase, 75.1 percent
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Table 6-12
OPTIMAL LINK DESIGN BNAX = $195,000
TOTAL
LNk LENGTH SEGMENT 1 SEGMENT 2
NO.  (FT) DIAMETER LENGTH DIAMETER LENGTH
1 1650 6 78
? 3 1535 12 1535
4 2490 6 1423 8 1067
7 2685 20 2635
8 2400 20 2400
10 3480 12 3430
1 1800 28 1800
12 2510 8 582 10 1928
| 13 60 30 60
| 14 1260 16 701 18 559
| 16 2920 10 2355 12 565
' 17 1695 22 1695
l 19 1780 6 1093 8 687
i 23 2500 16 2034 18 466
| 29 1560 6 1560
33 2510 6 2105 8 405
37 1380 22 1380
38 2500 20 2500
39 5110 8 5066 10 a4
40 4710 8 1746 10 2964
4 450 24 450
42 2750 8 2408 10 342
43 2840 14 2840
44 1440 6 1440
50 3510 6 3510
6 1550 6 1550
20 4330 10 119 12 a2n
24 3850 12 3850
25 1790 6 1790
27 2510 8 2510
36 5620 6 5620
48 2200 14 2200
51 1800 6 1800
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($45,253) is due to increases in link costs. Of this $45,253,

49.9 percent ($22,572) can be attributed to installing redundant
links at minimum diameter to handle emergency broken link loading
conditions. The balance ($22,681) is »ssociated with upgrading both
primary and redundant links to handle the expected fire demand emerg-
ency loading conditions. The $15,040 increase in external energy
costs results from an increase of $12,795 in pumping costs and an
increase of $2,245 in storage costs. Of the $12,795 increase in
pumping costs 89.8 percent ($11,653) is due to the cost of emergency
pumping ($2,324 for the two standby pumps, $2,895 for the variable
speed pumps, and $6,434 for the storage fire demand booster pumps.
The balance ($1,142) is principally due to the increased capital cost
of using four smaller flow capacity pumps instead of a single large
flow capacity pump.

The detailed design model provides valuable insight into the
best way to allocate limited funds to handle the expected emergency
fire demand ioading conditions. Basically, the optimization results
show that the best way to design reliability into the system is to
initially install oversize links in certain critical parts of the
system. As more funds become available, the installation of booster
pumps at the two sources becomes a good investment. It should be

emphasized that the model will not design the system by itself but

T T T T T TR ST —— e g
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is a tool to assist the system designer. The system designer must
apply his engineering judgment to properly select loading conditions,
pumping arrangements, placement of valves, etc., to perform the com-

plete design.

6.5.6 Alternative Model Applications

Because the principal emphasis has been on the design of a
new system, little has been said about the use of the detailed design
model for expansion or replacement of components on existing systems.
To describe the existing parts of the system, which will remain
unchanged, link diameters and storage heights may be fixed and known
capacities piaced on existing pumps. The cost of existing components
is set to zero in the budget constraint,

Another application of the detailed design model is to develop
optimal operational responses for emergency loading conditions for a
fully defined system. With elimination of the budget constraints, the
decision variables become the proper operation of existing pumps and
valves in order to maximize system performance. With the large reduc-
tion in decision variables associated with operation of an existing
system, this model could be used in real time control. Using inputs

from field sensors the current flow distribution is easily estimated.
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P AR B SN S A BRI PR e i




317

The optimal operation of valves and pumps could then be computed to

maximize system performance within existing capabilities.

e




CHAPTER 7

RESULTS, CONCLUSIONS, AND RECOMMENDATIONS

FOR FUTURE RESEARCH

7.1 Introduction

The purpose of this chapter is to briefly review the major
results of this research, to summarize the conclusions derived from

these results, and to discuss recommendations for future research.

7.2 Results

This research has produced five major results:

1. Development of a comprehensive methodology for the design
of water distribution systems that explicitly incorporates reliabil-
ity and performance into the design of the system.

2. Development and implementation of two alternative models
to enable the water distribution system designer to rapidly generate
and evaluate alternative low cost network layouts.

3. Development and implementation of two complementary math-

ematical optimization models that enable the water distribution

318
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system designer to incorporate a specific level of broken link per-
formance into the system at minimal cost.

4. Development and implementation of a detailed design model
that enables the water distribution system designer to allocate the
available funds to achieve maximum performance on the expected emer-

gency loading conditions.

7.3 Conclusions

The results of this research represent a significant step
forward in developing an analytical methodology for the design of
reliable water distribution systems. Previous research had almost
wholly concentrated on the less difficult problem of minimizing the
cost of water distribution design for normal system operation. This
research has directly addressed the more difficult problem of how to

best incorporate performance under expected emergency loading condi-

tions within the available budget.
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7.4 Recommendations for Future Research

The research areas described below are natural extensions of
the work described fn this dissertation:

1. Adaptation of the MAXWMIN detailed design model to analo-
gous distribution systems. (losed conduit distribution systems
transporting gas and solids are good candidates. Especially applic-
able to this model would be the design of hydraulic systems for mili-
tary aircraft. Aircraft operating in a wartime environment are
exposed to unusual stresses that can cause failure of the aircraft
hydraulic system, e.g., loss of pressure, which is critical to main-
taining control of the aircraft.

2. More efficient techniques for solving the multiple
weighted set covering model (Problem P6) of Chapter 4. Because of
the structural similarity between Problem P6, the multiple weighted
set covering problem, and two other 0-1 models for which efficient
solution techniques have been developed, i.e., the weighted set cov-
ering problem and the multiple set covering problem, it appears

worthwhile to investigate modifying these techniques to enable more

s e e el

efficient solution for larger distribution system application.
3. Developing generally applicable guidelines for setting !

the objective function weights W, for the MAXWMIN problem. The
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results of the detailed design problems of Chapters 5 and 6 strongly

suggest that the choice of w, can significantly affect the result-

2
ing optimal design. However, because of the lack of data on the
relative frequency of occurrence of various emergency loading condi-
tions, it is difficult to provide detailed guidelines to the system
2

4. Development of a hybrid MAXWMIN optimization model that
allows more flexibility in specifying emergency loading conditions.
Instead of assuming that all external flows are fixed, external
flows on emergency Toading conditions would become decision vari-
ables which for noncritical nodes would be bounded below and for
critical nodes, e.g., fire demand and source nodes, would be incor-
porated into a hybrid flow/pressure performance objective function.

Such a model would allow tradeoffs between flow and pressure

requirements.
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APPENDIX A

HARDY CROSS LOOP METHOD

This appendix describes the Hardy Cross loop balancing method
which was incorporated in the detailed design solution algorithm
described in Chapter 5. A formal statement of the method followed
by an application of the method to a simple two-loop distribution
system is presented. The statement of the method assumes that the

Hazen-Williams frictional head loss egquation is used.

Formal Statement of Method

STEP 1. Initialize link flows Qk to satisfy nodal conser-
vation of flow equations (1-8).

STEP 2. Set i , the loop number, equal to 1, and MAXIMB
the maximum loop imbalance, to zero.

STEP 3. Compute the sum of the head losses,

2 OHF,

ke LOOPi
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taking into account the direction of flow. If J {
j z &HF, ’ > MAXIMB
I ke LOOP, ;
1 K
|
|
Let
XL = Z AHFy
L ke LOOPT. {
: STEP 4. Compute
{
' | AHF q
| 2 T '
! ke LOOP]. k
[}
|
! STEP 5. Compute the loop flow change,
- z OHF,
ke LOOPi
AQ, = ;
i Z AHFk
e LOOP, Q
STEP 6. Change link flows on loop 1 , i.e., :
Qk = Qk + AQi ke:LOOPi .
-t e e e e - . .
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STEP 7. Let i = i+ 1, If 1i<NLOOP GO TO STEP 3.
STEP 8. If MAXIMB<e , the maximum permissible head imbal-

ance, STOP. Otherwise, GO TO STEP 2.

[t should be noted that several variations of the original Hardy
Cross method [4] have been introduced to accelerate convergence.

For example, the above algorithm changes the individual link flows

as soon as the loop flow changes (AQi) are generated (STEP 5 and 6)
whereas Cross' original method [4] does not make link flow changes

until all loop flow changes were generated.

Example Application of Method

Figure A-1 shows the example distribution system including
external flows, link lengths, and link diameters. The Hazen-Williams
equation (1-5) with the roughness coefficient equal to 130 was used
to compute frictional head losses. Termination occurred at itera-
tion 11 when MAXIMB<e = .5 feet for both loops. Table A-1 and
A-2 summarize the results of applying the method for loops I and II
respectively. Figure A-2 shows the initial and final flow

distributions.
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APPENDIX 8

SEPARABLE PROGRAMMING

This appendix describes the i-method of approximation for
separable programming [55] and its specific application in solving
the nonlinear minimum-cost flow problem for selecting the core tree

links of Chapter 3 (Problem P5).

Separable programming handles optimization problems of the

form:

M
Minimize f. (x. B-1
n z J(J) (B-1)

j=1

subject to:

M
=1

where f, and g.,. are known.
J 1]
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Separable problems arise frequently in practice, particu-
larly for time dependent optimization. The model also arises when
optimizing over distinct geographical regions.
Instead of solving the problem directly an appropriate
piecewise-linear approximation is made in order that Tinear program-
r
ming can be utilized. In practice, two types of approximations,
called the S-method and the A-method, are often used. Because the
A-method was used in the research, this appendix will describe its
| implementation.
Consider the problem of finding the core tree for Figure
B-1 using the formulation of Problem P5.
. .5 .5 .5 .5
Minimize 3000 Q + 2500 Q + 1000 Q + 3500 Q
1 2 3 68
p + 4500 Q'5 + 4500 Q's + 5000 Q'5 + 500 Q's
7A 78 8A 88
subject to:
+ - = -
02 Q3 Q] 450
Ua -~ O - Qp = 430
Un * Q5 - Q - Qup - Qp = -600
'-‘ s U W3 re e OV i, A A & e~ AP SIS L n s
L A o
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s * Yt gy 7 Qp 7 Oy - Qgg 7 -1200

QSB + Q6A -1450

+ -850

O
o
b

)
fo]
[o8)
=
\

Qs * Qg

Q]’ Qz, Q3$ Q4A’ 0487 QSA’ QSB QGA’ QsB’ Q7A9 Q7B’

Qgp> Qgg 2 0

The problem is formulated with directed arcs to allow direct conver-
sion to a linear programming format. Only single variables are
required for links 1, 2, and 3 since flow entering node 2 must
travel to adjacent nodes and will not return.

To form the approximation problem each nonlinear term in
the objective function is approximated by a piecewise-linear curve
as pictured for f2 (QZ) in Figure B-2. The dashed approximation
curve for each of the fk (Qk) is determined by linear approxi-
mation between breakpoints X,, . Three segments have been used to.

ik

approximate f_, from its minimum (Q, = 0) to its maximum value

2 2
(Q2 = 4550). The Q2 values of 0, 900, 2500, and 4550 have been

selected as breakpoints for f; (Qz), the approximation to f2 .

DRSS T




333

NOILINN4 1S0D MOT1d YVINITINON 3JAVINOD
2-9 24nb) 4

(Wd9 40 SONYSNOHL)
1 £ 4 4

} 4 }

T

;40 00sz = (%)%

]
F00T S
>
-=
a
74 S
| 0S1
891
(“0)%

[ ..-I‘q‘




334

For example, if 900 < Q2 < 2500, then £ s given by weighing

2
the functional values at 02 =900 and 02 = 2500; that is as

a -
f, (02) = 75000 A, * 125000 Ao

where the nonnegative variables xz] and A22 express Q2 as a

weighted combination of 900 and 2500; thus,

Q2 = 900 XZ] + 2500 A22

XZ] + A = 1

For instance, evaluating the approximation at Q2 = 1600 gives

£ (1600) = (75000) (<) + (125,000) (<) = 96,825
2 16 16
1600 = 900 (%) + (2500) =
16 16

The overall approximation curve f; (QZ) for f2 (QZ) is expressed

as:

a -
f (Qz) = “zo + 7500 Ay * 125000 Ay

+ 168634 A23

N e e e P

g Sl

o ENark fvin

ce Rt dem ate




where 02 = 0 XZO + 900 AZ] + 2500 X22
Mgt oA A
XZj >0 j=20,1,

with the provision that the K2j variabies sat

restriction:

ADJACENCY CONDITION: At most two XZj weights

two weights are positive, then they are adjacen

form X, . and X A similar restrictio

2,J 2,341 7

approximation.

In a similar manner, piecewise-linear a

derived for the other 12 nonlinear functions and substituted into /

the example nonlinear flow problem resulting in a linear program

in the xij decision variables. For each nonl

fi (Qi) approximated an equation of the form

M
'
1]
=1

must be added.

335

+ 4550 A23

isfy the following

are positive. If
t, i.e., of the

n applies to each

pproximations may be

inear function
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The adjacency conditions on the Aij are automatically
satisfied for minimizing a convex or maximizing a concave function.
However in this case, minimizing a concave function, something must
be done to insure that the linear program doesn't select too many
or nonadjacent i's . The simplex method is modified in the follow-

ing manner to insure that the adjacency condition holds.

RESTRICTED BASIS ENTRY RULE:

Use the standard simplex criterion for selecting xi to

k
enter the basis but do not introduce a Aik variable into the basis
unless there {s only agne Xik variable in the basis and it is of
the form Ai,k-] or Ai,k+1 , 1.e., is adjacent to Mg

Using this rule, the optimal solution may contain a non-
basic variable Aik that would ordinarily be introduced into the
basis by the simplex method (since its reduced cost is negative),
but is not introduced because of the restricted-entry criterion.

If the simplex method would choose a variable to enter the basis
that is unacceptable by the restricted basis entry rule, then the
next best variable according to the most negative reduced cost is
chosen instead. However, the solution determined by the restricted
basis entry rule in the general case can be shown to be a local opti-

mum to the approximation probliem derived from the original problem

[55].
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Once the approximation problem has been solved a better

solution can be obtained by introducing more breakpoints. Usually

more breakpoints will be added near the optimal solution given by

the original approximation.

- _ B B

#
i
!
;
) W R G A, R 4 L X ) . B 3

f‘ e - e — T s —




APPENDIX C

PROPERTIES OF OPTIMAL LINK DESIGN

Alperovits and Shamir [46] state without proof that it can be
shown that in the optimal solution for the MINCOST problem (Problem
P13) that each link will contain at most two segments with their
diameters adjacent on the candidate diameter list for that link.
Quindry, Brill, Liebman, and Robinson [94] by changing link costs in
Alperovits and Shamir's [46] two-loop example problem claim to have
found a counterexample to the adjacency condition. The following

theorem spells out sufficient conditions for which Alperovits and

Shamir's statement is true.

THEOREM 11

Given that Cij is a strictly convex function of diameter
then for Problem P13 the following is true for the local optimal
solution or for any intermediate optimal linear program solution:

1. Each link k will have at most two segments of nonzero

length, i.e., XLEJ > 0.
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2. The diameters of these two segments are adjacent on the

Tink's condidate diameter list Sk .

PROOF: First let us assume that Problem {13 has a single
Toading. Assume that we have the optimal solution to Problem P13
(or any intermediate optimal LP solution) and the associated opti-
mal head losses on each link k for each loading, AHFY . Then con-

k
sider the following subproblem of selecting the segment lTengths for

each 1ink in order to minimize total link costs:

PROBLEM P14

Cij Xij (C-1)

1

. NLINK
: Minimize 25
’ k =1 jeS

i 3 *
‘ subject to ka Xij h

M
C>
x
-

*
——
()
L
[N}
—
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n
where J*. = 10.471 (QE)

kj p
(W, ) (ij)

p and QE is the optimal Tink flow.

Problem P14 involves selecting the optimal mix of candidate diame-
ters to obtain the required iink head losses. Problem P14 may be

separated into NLINK independent subproblems, one for each 1ink k

as follows:
PROBLEM P15
Minimize S CLys Xy (C-4)
J eSk
subject to Z,J*kj Xy = AHFY (c-5)
J sSk
z XL =L (C-6)
J sSk
x"kj 20 jr—:Sk

N—
‘. ‘:‘_‘_ ! rﬁ- -;-:“_gv:lpk -4"' S A J?.‘
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The optimal objective value for Problem P14 (the sum of the optimal

objective values for the NLINK subproblems of Problem P15) must

equal the link cost component of the optimal solution to Problem

P13, the MINCOST problem.

Consider replacing the |Sk[ link segments with a

single equivalent link of diameter D* that provides the same fric-

k

tional loss on link k where D; is a convex combination of the

set of candidate diameters, i.e.,

If the link with diameter D* is to provide a head loss of AHF¥

(C-7)

(C-8)

k L]

(C-9)

k
then
1
*\N m
or - 10.471 (Qk) Lk
n *
(Hwk) AHF X
! 11-1_ WS O

[ 3
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Dividing the objective function (C-6) and the link length constraint

(C-6) by L, , letting

k bl

and replacing constraint (C-5) with (C-7) in Problem P15 results in

the following equivalent problem:

PROBLEM P16

Minimize :E Cij Akj (C-10)
J eSk
. ] = % -
subject to Z M ij D (C-11)
J eSk
z ka = (C-12)
J eSk
AU > 0 Je%

If Sk is arranged in order of increasing diameter

Dk] < Dk2 < .. < Dlekl’ then CLk] < CLk2 < ... < CLklskl

L

[P




343

1 * 3 : - .
Let Dk,j-] < Dk < Dk,j as shown in Figure C-1. Each point on the

dashed line connecting each pair or discrete candidate diameters is
a convex combination of the two end points. Thus, any pair of can-

didate diameters such that

0

0 .
ksJ,

43,

It~
=
Ia

can generate a feasible solution for Problem P16. However, because

of the strict convexity of the pipe cost function, the chord con-

*

necting the diameters adjacent to Dk , i.e., D and Dk i

k’j']

lies below all other feasible chords and the weights, AE j-1 and

AE i found by solving equations (C-11) and (C-12) with all other

weights set to zero is optimal for Problem P16.
For multiple loading conditions the diameter of the single

equivalent 1ink for loading 2 would be

1
10,47100; (211" 1 | "
D* (2) = : (c-13)
(HW )" aHF*(2)

The equivalent diameter for link k must be identical for all load-

ing conditions or the weighting coefficients in Problem P16 would be
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a function of loading condition and the objective function would not
apply. AQ.E.D.

[f the pipe cost function were strictly proportional to
diameter, i.e., convex but not strictly convex, there would be alter-
nate optimal solutions generated by all pairs of candidate diameters
such that

Yoiy = %
Also, if the pipe cost function were concave, which might occur if
different types of pipes are required for different diameter sizes,
restricted basis entry rules (see Appendix B) would be required for
the optimum solution to satisfy the results of Theorem [I. Although
Problem P13, the MINCOST probliem, is used in the theorem, it is

clear that the result is equally applicable for Problem P12, the

MAXWMIN problem.

Application to Continuous Diameter Solutions

As noted in Chapter i, several minimum cost optimization
models ([30], [33], [35], [40], [43], [44], [45], [48]) make the
link diameter a continuous decision variable. Lam [39] and Alpero-

vits and Shamir [46] correctly note that because of the requirement
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to round optimal continuous pipe diameters to the nearest commerci-
ally available size the value of the minimum cost solution will most

1ikely increase and the rounded solution may not even be feasible.

Watanatada [40] used a trial and error method to round the diameters.

One possible way of solving the rounding problem would be to formu-
late an unconstrained integer programming problem where the decision
variables would be the set of discrete diameters and the objective
function would contain the costs plus the sum of the infeasibilities
weighted by a penalty factor. However, it appears that this
approach may be worse than the original minimum cost problem.

From a practical standpoint an optimal continuous diameter
solution is not even feasible since 1inks are only available in dis-
crete sizes. Furthermore, with continuous diameters, the link costs
are underestimated anyway. Relaxing the unrealistic requirement to
have a single diameter per 1ink, we can use Problem P14 or equiva-
lently Problem P16 to find the optimal link diameter mix given Q;

and AHF: or equivalently D; and let Sk be the set of all com-

mercially available diameters.

Especially for muitiple loading conditions, for the.set of
commercially available pipe diamefere Problem P14 or equivalently
Problem P16 may not have a feasible solution. For NLOAD loading

conditions we can use the following quadratic programming problem:

LTI gt
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PROBLEM P17

NLINK
Minimize CL,. XL,., +
zz :Z kJ kj
k =1 J sSk
NLOAD NLINK . . 2
PEN, , Z Jk” Xij - OHF, (%) (C-14)
g =1 k =1 jes
k
subject to
z XLkJ. =L (C-15)
jes,
k=1, ..., NLINK
Xij >0

k=1, ..., NLINK
3 eSk

where PENkz is a positive penalty function weight and

el 4 e
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. 10.471 (o: (L))n
)m

n
(HW ) (ij

Problem P17 is also separable giving us for each link k the fol-

lowing problem:

PROBLEM P18

Minimize zz Cij Xij +
j eSk
NLOAD 2
> pen S 0w —AHF*(JL)) (C-16)
k2 kit ki k oe
2 =1 J eSk
subject to
Z X =L (C-17)
Jj eSk
k=1, ..., NLINK
Xij 20
J eSk
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Problem P18 is analogous to a constrained regression problem and may

be solved by a variety of solution algorithms for quadratic programs

[55].




APPENDIX D

USER'S MANUAL/SOURCE PROGRAM LISTING

Introduction

The detailed design computer program was written in FORTRAN
and implemented on the University of Texas CDC 6400/6600 computer

system. The existing program requires approximately 220K words of

. memory. This appendix contains a user's manual for the program, which

includes a general program description, a detailed description of the
program input, and the actual input and output for a simple probiem,

and a listing of the source program.

User's Manual

General Program Description

The computer program for the detailed design model consists
of a single main program and 11 subroutines. The program is cen-
tralized about the controlling main program WATOP. Figure D-1 depicts
the normal program flow assuming that no changes are made in the

candidate diameter set S, or the capital pump cost coefficients

k
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and that the prcblem is solved in a single iteration. The following
is a description of the functions of the main program and each of

the subroutines:

WATOP--the main program which is totally responsible for centralized
program control.

MATGEN--the subroutine responsible for reading and echoing back the
input data and generating the linear programming matrix.

LP--the subroutine responsible for solving the linear program using
the primal simplex method with the standard full tableau.

HCOMP--the subroutine responsible for computing the nodal heads on
each of the loadings. If a nodal head constraint is vio- -
lated, HCOMP calls subroutine TRADE to exchange the violated
(relaxed) head constraint for a slack (enforced) head con-
straint in the constraint matrix.

TRADE--the subroutine responsible for exchanging a violated (relaxed)
head constraint for a slack (enforced) head constraint in
the constraint matrix.

~ PUMCHK--the subroutine responsible for checking for convergence of

the capital pump cost coefficients. If the convergence

criteria are not satisfied, the coefficients of the pump

capital cost in the constraint matrix are adjusted.

miheetiihy
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DIAMCHK--the subroutine responsible for checking the diameters used
in the current linear program optimal solution and, if
necessary, adjusting the set of link candidate diameters
and changing the constraint matrix.

FGRAD--the suproutine responsible for computing the Toop flow change
vector.

FLOSEL--the subroutine responsible for balancing each loading
condition using the Hardy Cross method.

FLOCHG--the subroutine responsible for implementing in the con-
straint matrix the loop flow change vectors generated by
FGRAD and FLOSEL.

LPFORM--the subroutine responsible for placing the linear program-
ming matrix back into standard form after changes by TRADE,
PUMCHK, DIAMCHK and FLOCHG.

REPORT--the subroutine responsible for output of the optimal design

solution and other summary program data.

Description of Input

This section presents a line by Tine description of the input
data. The structure of the input data for the first 11 lines of
input, presented below, remains constant regardless of the topology

of the distribution system.

e
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LINE NUMBERS: 1-2
FORMAT: 20A4, /20Ad
VARIABLES: (C (i), i =1, 40)

VARIABLE DEFINITIONS: These input lines are used to identify the
particular problem solved. The array C is a dummy array

subsequently used for the cost vector.

LINE NUMBER: 3
FORMAT: 1615
VARIABLES: MINCOST, HMAXWMIN

VARIABLE DEFIMNITIONS:

MINCOST--set equal to 1 to solve minimum cost optimization problem
(MINCOST) and Q0 otherwise.

MAXWMIN--set equal to 1 to solve maximize sum of minimum weighted

emergency loading heads (MAXWMIN) and G otherwise.

LINE NUMBER: 4
FORMAT: 1615
VARIABLES: MCRASH, IMAT, IFLODIS

VARTABLE DEFINITIONS:

MCRASH--set equal to 1 to restart problem from optimal flow distri-
bution, candidate diameter set, and pump capital cost coef-
ficient of previous optimal solution and O otherwise. This

data has been stored on output file 8 from the previous run.
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[MAT--set equal to 1 to print nonzero elements in constraint matrix,
and all objective function and right hand side elements and
0 otherwise. This is a debugging option and the program
terminates following return from subroutine MATGEN.

IFLODIS--set equal to 2 to balance the 1ocading flow distribution
after every flow iteration, set equal to 3 to balance flow
distribution after first flow iteration only, and set equal

to 0 otherwise.

LINE NUMBER: 5
FORMAT : 1615
VARIABLES: INTER, ICG

VARIABLE DEFINITIONS:

INTER--set equal to 1 to compute loop flow change vector using inter-
action with other pressure equations and 0 otherwise.

ICG--set equal to 1 to compute lToop flow change vector using conju-

gate gradient with Beale restarts.

LINE NUMBER: 6
FORMAT: 1615
VARIABLES: NS, NJ, IDMIN, IDMAX, NEXCAV, NQ, NEMERG,
NPUMP, NVL, NST, NCLASS, NSOURCE
VARIABLE DEFINITIONS:
NS--the total number of 1inks.
- APRAOEEE . 1 SO .0 i il b msteits i
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NJ--the total number of nodes.

[OMIN--the minimum commerciaily available pipe diameter in inches.
IDMAX--the maximum commercially available pipe diameter in inches.
NEXCAV--the number of links with abcve average excavation costs.
NQ--the total number of loading conditions both normal and emergency.
NEMERG--the number of emergency loading conditions.

NPUMP--the number of pumps.

NVL--the number of real valves.

NST--the number of elevated storage reservoirs.

NCLASS--the number of different classes of pipe of a single diameter.

NSOURCE--the number of source nodes.

LINE NUMBER: 7
FORMAT: 15, 10F5.0
VARIABLES: NPDIAM, DPSPACE

VARIABLE DEFINITIONS:
NPDIAM--~the number of candidate diameters per link

OPSPACE--the number of inches between adjacent candidate diameters.

LINE NUMBER: 8
FORMAT: F10.0, F5.0, I5, 2F5.0
VARIABLES: BMAX, IRATE, NYPIPE, SVPIPE, PIPEM




VARIABLE DEFINITIONS:

BMAX--the maximum budget level in dollars.

IRATE--the interest rate used in calculating equivalent uniform

annual costs.

357

NYPIPE--the number of years used in computing the equivalent uniform

annual costs for pipes and storage.
SVPIPE--the salvage value ratio for pipes.
PIPEM--the yearly maintenance cost for pipes in dollars/inch of

diameter/mile of pipe.

LINE NUMBER:
FORMAT:

VARIABLES:

9

16F5.0

(WL(3), ]

VARIABLE DEFINITIONS:

= NQ-NEMERG + 1, NQ)

WL(j)--the weight assigned to each emergency loading condition j .

It is assumed that all normal loading conditions are placed

before any emergency loading conditions.

deleted for a MINCOST optimization.

LINE NUMBER:
FORMAT:

VARIABLES:

10

I5, 10F5.0

MXHCIT, HDEVMX, LIMBAL, SIMBAL

This line is

R e
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VARIABLE DEFINITIONS:

MXHCIT--the maximum number of Hardy Cross iterations for balancing
in the subroutine FLOSEL.

HOEVMX--the maximum head imbalance allowed for convergence of the
Hardy Cross method in feet.

LIMBAL--the maximum loop imbalance allowed on a relaxed loop
equation in feet.

SIMBAL--the maximum resistance of a valve placed between two

sources.
LINE NUMBER: 1
FORMAT : 15, 10F5.0
VARIABLES: NYPUMP, SVPUMP, PUMPEFF, POWCOST, PCDIFF

VARIABLE DEFINITIONS:

NYPUMP--the number of years used in computing the equivalent uniform
annual costs for pumps.

SVPUMP--the salvage value ratio for pumps.

PUMPEFF--the standard combined pump-motor efficiency. Individual
pump-motor efficiency can be specified in subsequent input.

POWCOST--the cost per kilowatt hour of electricity in dollars.

PCOIFF--the maximum ratio difference between estimated and actual
pump capital costs. This is the convergence criterion for

the iterative linearization of the capital pump costs.
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Henceforth, the specific Tine numbers are dependent on the system
configuration. Input line numbers will be identified by their order

within each class of data.

Individual Pump Data

For each pump k four input Tines are necessary.

LINE NUMBER: 1
FORMAT: 215, 2F5.0, IS5, 3F5.0
VARIABLES: k, PML(k), HPMIN(k), HPMAX(k), LPUCRIT(k),

PPUMP(k)}, HSTART(k), PUMPF(k)

VARIABLE DEFINITIONS:

k--the pump number.

PML(k)--the 1ink on which pump k is located.

HPMIN(k)--the minimum horsepower of pump k .

HPMAX (k)--the maximum horsepower of pump k . If HPMAX{k) is greater
that 9000, there is no 1imit on pump horsepower.

LPUCRIT(k)--the critical loading for pump k .

PPUMP(k)--the number of identical parallel pumps which pump k is
composed of.

HSTART(k)--the initial estimated head for pump k on its critical
loading.

PUMPF(k)--the combined pump-motor efficiency for pump k .

S v rememtumry w3
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E LINE NUMBER: 2
FORMAT: 10 (15, F5.0)
VARTABLES: ((PCOM(k,j), LPCON(k,3)), 3 =1, ... NQ)
VARIABLE DEFINITIONS: These two input variables are used to define
upper bound constraints on pump head 1ift between the same
! pump on different loadings or between different pumps on the
| same or different loadings.
PCON(k,j)--the number of the pump which pump k's head 1ift on
loading j cannot exceed.
}! LPCON(k,j)--the particular loading of pump PCON(k,j) which pump k's
head 1ift on loading j cannot exceed.
| LINE HUMBER: 3
FORMAT: 10 (15, F5.0)
VARIABLES: ((LPUMP(k,j), QPUMP(k,j), J = 1, NQ)
b VARIABLE DEFINITIONS:
LPUMP(k,j)--set equal to the number assigned to pump k on loading
j if pump k 1is operating and to 0 otherwise.
QPUMP(k,j)-~the proportion of the flow on the Tink PML(k) which
pump k on loading j handles.
...I T — R . TR ey S ot
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LINE NUMBER: 4
FORMAT: 8F10.0
VARIABLES: (PUMPHR(k,j), j =1, ..., NQ)

VARIABLES DEFINITIONS:
PUMPHR(k,j)--the number of hours that pump k operates on loading

J per year,

Optimization Parameters

LINE NUMBER: 1

FORMAT: 4F5.0, 2I5

VARIABLES: PSCALE, ALPHA, DQMAX, QRATIO, MXFLOIT,
MXLPIT

VARIABLE DEFINITIONS:

PSCALE--a factor used to scale the pressure constraints to reduce
the condition number of the constraint matrix.

ALPHA--the initial ster length for the flow change vector (GPM).

DQMAX--the ontimization terminates when the current step length is
less than DQMAX. (GPM)

QRATIO--the proportion of reductioﬁ in the step length if the objec-
tive value worsens from the previous flow iteration.

MXFLOIT--the maximum number of flow iterations allowed.
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MXLPIT--the maximum number of linear programming jterations for

each flow iteration.

Storage Data

LINE NUMBER: 1
FORMAT: 8F10.0
VARTABLES: ({STCOST(k), STMAX(k), k =1, ..., NST)

VARTABLE DEFINITIONS:

STCOST(k)--the cost per foot for elevation of storage reservoir k
(dollars).

STMAX (k )--the maximum elevation to be added to storage reservoir k

(feet).

Source Data

LINE NUMBER: 1

FORMAT: 1615 -
VARIABLES: ((SOURCE(j), § = 1, ..., NSOURCE) ;
VARIABLE DEFINITIONS: é

SOURCE(j)--the node number of source j . S
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Node Data i
For each node i = 1, ..., NJ two input Tines are )
necessary.
LINE NUMBER: 1
FORMAT: 1X, 15, 5X, F7.1, 10(2X, F5.1)
VARIABLES: i, ELV(i), (B(i,j)» § = 1, ..., NQ)
VARIABLE DEFINITIONS:
i--the node number.
i ELV(i)--the elevation of node i (feet).
' B(i,j)--the external flow on node i on loading j .
|
! LINE NUMBER: 2
!
\ FORMAT: 15X, 6F10.0 ,
VARIABLES: (PR(i,3), § = 1, ..., NQ) ‘
r VARIABLE DEFINITIONS:
i PR(i,j)--the minimum head at node i under loading j .
Link Data 5
For each link i = 1, ..., NS two input lines are E
necessary. %
i
S . . . 4
P —— - —_ S A M B -
]
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LINE NUMBER: 1
FORMAT: [5, 2F10.0, 3I5
VARIABLES: PIPE(i), AL(i), HW(i), IDN(i), IDX(i),
ICLASS(1)

PIPE(i)~-the link number of the i-th 1link. Unlike nodes, 1inks
do not have to be numbered consecutively.

AL(i)--the length of the i-th link (feet).

HW(i)--the Hazen-Williams roughness coefficient of the 1i-th Tlink.

IDN{i)--the initial minimum diameter (inches) in the candidate diam-
eter set for the i-th 1link. If IDN(i) is negative, it is
alse the minimum allowable diameter on the i-th Tlink.

I0X(i)--the initial maximum diameter (inches) in the candidate diam-
eter set for the i-th 1link. If IDX(i) is negative, it is
afso the maximum allowable diameter on the 1i-th link.

ICLASS(i)--the pressure class number for the i-th link.

LINE NUMBER: 2
FORMAT: 15X, 6F10.0
VARIABLES: (Q(i,3), 3 = 1, ..., NS)

VARIABLE DEFINITIONS:

Q(i,j)--the initial flow on the i-th 1link under loading j .

—- - e = e e e ——
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Pressure Constraints

For each loading condition j an input line is required.

LINE NUMBER: ]
FORMAT : 1615
VARIABLES: NQHEQ(Jj), NQSEQ(J), NQLEQ(j)

VARIABLE DEFINITIONS:

NQHEQ(j)--the number of nodal demand pressure constraints on load-
ing j .

NQSEQ(j)--the number of source constraints on loading j .

NQLEQ(j)--the number of Toop constraints on loading j .

For each pressure constraint a maximum of 5 input lines may be

required.

LINE NUMBER: 1

FORMAT: 1615

VARIABLES: ITYP, IDUP, NSTAR, NFINIS, NLOA, IPM, ISS

VARIABLE DEFINITIONS:

[TYP--set equal to 1 for nodal head constraint, to 2 for source con-
straint, and to 3 for loop constraint. [f set equal to -1,
the nodal constraint is not included in the initial set of

constraints but may be exchanged. If set equal to -2 or -3,
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the source or loop constraint is relaxed. If set equal to
99999, this is end of data set.

IDUP--set equal to 0 if the set of links in the pressure constraint
is not duplicated in a previous loading. For a nodal con-
straint that is duplicated in a previous loading, set IDUP
to the loading number in which the constraint is duplicated.
For a duplicate source or loop constraint, set IDUP to the
source or loop number which has been duplicated when count-
ing all original loop constraints consecutively. The use of
IDUP is not mandatory but can save considerable storage for
large problems.

NSTAR--the starting node for the pressure constaint. For nodal and
source constraints NSTAR must be a source node. For loop
constraints it can be any node in the loop. In this case
it is used for identification purposes only.

NFINIS--the finishing node for the pressure constraint. For nodal
constraints NFINIS must be a demand node. For source con-
straints it must be a source node. For loop constraints
NFINIS = NSTAR.

NLOA--the loading condition number.

[PM--the number of pumps in the constraint.

[SS--the number of elevated storage reservoirs in the constraint.
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LINE NUMBER: 2
FORMAT : 1615 ,
VARIABLES: N

VARTABLE DEFINITIONS:

N--the number of links in the pressure constraint.

LINE NUMBER: 3
FORMAT : 1615
VARIABLES: (NO(j), j = LPTR + 1, ..., LPTR + N)

VARIABLE DEFINITIONS:
NO(j)--the Tinks in the pressure equation. Both lines 2 and 3 are

deleted for duplicate constraints.

LINE NUMBER: 4
FORMAT: 1615
VARIABLES: (IPN(i,3)s § = 1y ..., IPM)

VARIABLE DEFINITIONS:
IPN(i,j)--the 1ist of pumps in the i-th pressure constraint. This

line is deleted if IPM equals O.

LINE NUMBER: 5
FORMAT : 1615
VARIABLES: (ISTOR(i,j), j =1, ..., ISS)

:
s
;
4
:
i
H
L
i
L
H
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VARIABLE DEFINITIONS:
ISTOR(i,j)--the list of elevated storage reservoirs in the i-th

pressure constraint. This 1ine is deleted if ISS equals 0.

Example Problem

The example problem is taken from section 5.5. The topol-
ogy of the distribution system is shown in Figure D-2. The initial
flow distribution for the normal and fire demand emergency loading
conditions are shown in Figures D-3 and D-4 respectively. The input
data for the problem is shown in Exhibit D-1 and the resulting

optimal detailed design output data is shown in Exhibit D-2.

Computer Program Source Listing

The source listing of the program is as shown in Exhibit D-3.

.
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EXHIBIT D-1

EXAMPLE ParBLEM FNR nISe - nTATI N
FIRE DEMAND AT NNDPE s (3Jann GPM)
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EXHIBIT D-1 (Continued)
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EXHIBIT D-1 (Continued)
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EXHIBIT D-3

COMPUTER SOURCE LISTING

TRACE STATEMENT NUMBERS

CINPUT S QUTPUT s TAPCSSINPUT s TAPI6=0UTPUT s TAPZA+TAPELL o WATN S22

[ QRATIN = IF (DG/QMAX)LTIRATIC THMIN TERMINATI wAT232325
C amax = MAXTMUM ANNUAL TOTAL BUDGET(CAPITALLOPERATIAG) wATIZJ027
€ - 2GMax = VALUE OF FLOW CHANGI SELOW JHICH ITERATIONS ARE STOPPED WAT(2003
c GIeax S MAXIMUM GRADTIENT ALLOWEC wATCQOCY
--C - GR™IN = MINIMUM GRADIENT ALLOWED WAT30012
c =PWA X > LARGZST PUMP HORSEPOWER ALLOSZIOD “AT3C011
o IDMIN = MINIMUM DIAMETZR ALLOWED WwAT30GL?
4 12max S MAXTMYM DTAMETZR ALLZWED dATCCO1S
ot iRaATZ TINTIREST RATE USZD 1IN PRISINT WJORTH COMPUTATIONS WAT i
C MXLPIT =swmaxIMum NQe. AF LP ITEZRATIONS 928 FiLCae ITZRATION wATZ0015
-=C MXFLOTY =maxImyM N3, IF FLOW [TERATIINS PIR NETWORK CPTIMIZATION WAT(CO13
c MANETIT suMAXIMUM NO. OF NITWORKS OPTIMIZZD PER COMPUTZIR RUN WATCLSGT
< NOVARS S WNUMAEAQ OF DECISION VARIABLIS IN THE INITIAL L2 A T22C19
C SINITIAL NO. OF SEGMENTS [N PIPISe "C. 27 PUMPS, wATI3CL3
- ¢ VALVES AND RESTZAVOIRS <« OBJSCTIVE FUNCTION VARIABLES wATZ5029
c NMeQWS S NUMBIR QF CINSTRAINTS IN TME LP = NHMIJeNSZUeNLIZeNS WATIC021
- € --- NMSLACK = NO. OF NEGATIVE SLACK VARIABLIS IN PRESSURZ CONSTRAINTWATISC2?
c NPIQ INHEQSNSEGeNLEC TOTAL NUMBIR OF PRISSURE CONSTRAINTS =AT22L23
[ NEXTAV = NUMBER OF LINKS WITH IXTRA ZXCAVATION CO3TS wATLOC26
c NMCOLS NUMRER OF VARTASLES IN TWE LP (INCLUOING SLACKS ANDWATCG(23
- C-- ARTIFICIAL VARIABLES)= NOVARSeNMROWSeNMSLACK WATZ20G2a
¢ NCLASS = NUMSZR 0F DIFFERINT PIPE CLA3ISES (WdALL THICKNESSES) dATLLLLY
--- €.~ -NEWERG INUMBER OF EMZRGCNCY LOADING CONDITIONS WATooy 243
[ i = NUMBER OF NODCS WwATIZ323
< NLOOP 2 TOTAL NUMBER OF LOOPS UNDZIQ® ALL LOAODING CONDITIONS wATZ223C
C NNORM = NUMSER OF NORMAL LOADING CONDITIONS ’ WATZ (3 |
—L- - -—NPBZ IHUMBER OF BUDGET CONSTRAINTS - WATG4032 1
c NPES SNMEQeNSEQeNLEQ ~TOTAL NO. OF PRESSURE EGUATIONS WATC .03
- € - NLEQ T NUMBER OF LOOP CONSTRAINTS WATOGR 3w
c NSZQ = NUMBER OF CONSTRAINTS BITWJEIN FIXED HEAD NOOES WATZ2733
--C - NWEQ 3 NUMBER OF PRESSURE CONSTRAINTS AT NOQOES wATQ6035
[« NOywo T NUMHER OF Pywes wATLOL37
C NG = NUMBER JF LJOADINGS WATOCC 34
c NRL = NUMBTR OF REJUNJDANT LINKS IN THE SY3STEM wATICG3Y
-—C — - NS 2 NUMRER OF SZCTIONS (PIPIS) WATGGTe:
< NST = NUYQZR OF STORASE RESTRYCINS WHOSE ELEVATION 1S T0 BE WaTSLial
< DESIGNED WATQC 62
C NT = NUMBEP OF LOOPS PLUS PATMS [N JMICH THE FLO& IS ALLOWED WATZICAY
o CHANGE WATICQas
c NVL T NUMBZS® QF VALVES =AT o083
c NyolRE TYSEFUL ECONOMIC LIFETIMI FOR SIPELINE IN YEARS WATIQC a5
c NYPUMP SUSEFUL ICONIMIC LIFSTIMI FOR PIPELINE IN YIZARS WATCZ oA
- C PIPEM = PIPELINE OAM COST/INCH CF DIAMETER/MILEZ/YTAR WATOCCA3
4 POJCOST = CC3T QF ELECTRICITY IN $/X4d=HR WAT 0CAI
c PUNBEFE = PUMP-MOTOR COMUINED ZFFICIENCY WATC2CS2
[ PUMPp ™ = MAINTENANCZ COST OF PUMPS/“ORSIPOMER/YZIAR WATGCLSY
--C SVPIPE = RATIO OF PIPC SALVAGE VALUE TO INITIAL vALUE wATOGCS2
c ALOMA = INITIAL STEP SIZE FOR FLOJ CHANGES WAT220S3
Coosevseneeen MATRICES AND THEIR DIMENSIONS swererercerseerrevent o JATOC (56
< AAL(YD) = TEMPORARY OPTIMAL DIANITIRS OF 4 LINK WATCCCSS
-- ¢ ALLINLS) 2 LENGTHS OF THE OPTIMAL SEGMENTS WAT2(C0SS
c AL(NS) T LENGTM OF THE LINK WATQCOS?
=~ € - -—-B(NMROUS) 2 ReMaSe VECTOR FOR THE (P WATOCCSS
c BCCONINMCOLS) = SZPARATI CAPITAL COST COCFFICIENTS HATCLCYY
4 BOCONINMCOLS) = SZPARATE OPERATING COST COEFFr S WATCCO06)
c BCONCNMCOLS) 3 COMHINED CAPITALROPERATING COST ARRAY WATICS6L

——

—— -y
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WAT0G002
WATOCCCS
WAT3G23e
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1

!

1]

HUNS) = HAZEN-WILLIAMS COEFFICIENTS WATDCZ62 i
CONS{NJWN3) = CONSUMPTIONS AT NODSS WwATCC263
J{NSeMaXe NQse OF DIAMETERS PER LINK) = JIAMETERS WATGOCES
n0P(3) = OPVIMAL DIAMETERS OF a LINK WATCG36S
DOINLOOP) = FLOW CHANGES IN THE LOOPS3 WATCOG66
TLVING) = NODE ELIVATIONS WATCZ067
FFINT) = USED IN COMPUTING THE GRADIENT WATCCO06%
GIINT) z GRADIZNT COMPONENTS weRaT. BUDGET CONSTRAINTS WATLIC6T
GPO(NMROWS) = USID IN COMPUTING PERFIRMANCE GRADIENT WAT(23T7Y
GZENT) = 3RADICNT COMPONINTS WeReT. PIRFORMANCE 3BJ. FUNCTION  WATLGOTY

HCORR(NPEQ)Y =
HEMLXINPUNP 4 NQG)
MMIN(NPUMP G NG )
HPMIN(NPUMP)
AF(NS+%3) s
HF SINSy NQ) =
HMIN(NPUMP ¢NJ)
T&%C 4 o )

ISC(NMROWS)
ICLASS(NS) =
ICOMLUING o o
IDNINS) =
TOXCNS) =
TZ3STAT(NPZQ)

IEQRLINPI DY

IPLEGINS 20
IPLSTATUSINS ™
NSTART(NPEG) =
BIZI(NMROWS) =

NLOAQI(NPETD)
NLINKINPEQ)

_ISMP(NPZO)

IPN(™MAMaX. NO

HZAD CORRECTION FOR R
= MAXIMUM HEAD FOR ZA
= MINIMUM HEAD FOR I
= MINIMUM WHORSZPCWER

=EAD LOSS IN LINK UNDER ZACH LOADING WATICCTS
THE RATIO HF/Ge USET IN COMPUTING TWI SRADIINT WATLGCTT
2 MINIMUM HCAD FOR IACH PUMP/IMIRG. LOADING WATL 079
= USED IN GRAJIENT CCMPUTATIONS WATCOCT73
GRADIENTS 9JF THE O0BJECTIVE FUNCTION waTCoG8:
2 THE BASIS OF THE LP WATI2081
CLASS OF THE SZCTION WATOCGH?
)= USED IN GRADIENT COMPUTATIONS WAT32083
MIN DIAMETZR ALLOWEC FOR A& PARTICULAR LINK WATCO(34
“aX DIAMETZIR ALLOWED FJIR A4 PARTICULAR LINK WATICC8=
S STATUS OF PRESSURE ZQUATIONCACTIVZI/INACTIVE) #ATSCC85
= ARRAY OF RIDUNDANT LINKS ASSOCIATIO wITM A WATC(CCBT
PARTICUL AR PRESSURE ZQUATION WATOCG89
S ARPRAY CF PRESSURE ZQUATIIN NUMSZRS ASSOCIATED WATI0083
WITH &4 PARTICULAR RTZIUNDSANT LINK WATLTG9T

XNZTIT) = STATUS OF ZA
STOREZS START NJDI FOR
JUAL VARIABLEIS w.R.T.
CONSTRAINT IS FORMULA
= NO. OF L0ADS F2?
= NO. OQF SECTIONS
= USED TO HMOLD THE Ny
IN THE CONSTRAINT
. OF PUYPS AND VALVIS
LIST OF PUMP AND VALV

S

HS JJI TO “IN[wAL PUMP SI2E WATOGSCT2
CN OUMP/LOADING COMBINATION WJATLCCTS
ACH4 PUMP/LLOADING COMBINATIOCN wATCS073
CAPACITY REQUIRZIC FIR PUMP WATI2CTS

CH LINF IN EACH NITJORX CPTIMIWAT.CZ9L
PAISSURT CONSTRAINT COMPUTATIWATSCCS2

PIQRFORMANCE FUNCTION WATGOCL9:
TEQ RATCGG9
£ACH CONSTRAINT WaT3o¢S3
IN A CONSTRAINT wATuGG9%0
MAZ3S OF PUMPS aN3 VALVES wATZ2097

WATZZ2914
IN ANY CONSTRAINTY = wAT22095

-

€ NUMBERS IN THE CONSTRAINTS WATIC1G)

TSTINAG OF PRISSURT CONSTRAINTSeL30PSe3ISTHEEN NODIS) = NJe OF WaTI 101 :
RESTRVOIRS IN THE CGNSTRAINT WATLO1S2
TSTOR(NPEGs#) = NO. OF RISERVOIRS IN CONSTARAINT Warss1es
ITYPE(NMROWS) = EQUATION TYPL J-WTAD MAX 1=MEAD MIN 2=SNURCE WAT3ICL104
3-L0OP &~LENGTH S=BUDGET 6-5TIRASI T-PUMP WATIC1TS
IPIVINMROWS) = 4ORK VECTOR WATCT106
LINCOL(NS) = VICTOR CONTAINS STARTING COL. NO¢ IR LINGTH WATCIIOT
OZCITION VARIABLE wAT32109 .
LOADCOL(NG) = FIRST COLUMN ASSOCIATED JITW EACKH LIADING WATC21S) i
NCOLENT) = NN, OF COLUMNS ASSCCIATID JITH EACH LOADING WATDGL11) :
NTOMCHPEQeNLOOP) = NO. OF COMMON LINKS JETWETN CIUATIONS WwATI3111 :
NDLANCNS) = USEZD TO STORZ THE NUMBER OF SELICTED DLAMETERS waT05112 ; |
FOR CACH LINK WATIC113 X !
NO(NPISeMax NZ. OF LINKS IN PR CONSTRAINT) 3USED TO STORE THET WATIQL1e !
CCNLINKUTIVE SICTIINS OF TWZ CONSTRAINT WATCU113 H {
NFINISH(NPZR) = STORES END NODE FOR PRISSURE CONSTAINT COMPUTATIOWATGIILS i
NQPEQ(XA) = NO. OF PRESSURE £QUATIONS IN LOADINS wATO2117 : !
NQLEGINGY =z NG. OF LOOP ZQUATIONS IN LOADING WAT33119 :
NSSEQ(NJ) = NO. OF SOURCI CIUATIONS IN LOADING WATEC1L)
NOWCGEMQ) = NO. OF MEAD SQUATIONS IN LOADING wATGO0123
PIB(NROWS) = DUAL VARTABLES w.RaT. BUOGET CONSTRALNTS WATII21
PIZ(NMENWS) = DUAL VARIABLES weR.T. PIIFORMANCE FUNCTION wAT 3122
PMLINPUYP) = LICATIONS OF THE PuUwPs WAT3G123
- 1
:
{ .
i
i
— T -
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¢ PUMPHMR ( NPUMP ¢ NQ ) = NO. OF OPERATING HOURS QF PUMP FOR £ACH LOADIWAT(C12e
c PVLINVL) = LCOCATION GF RZAL VALVIS ON LINKS WATH212%

c PRINJING)? = MIN/MAX PRESSURT AT NOOES UNDEZR ZACH LOADING WATGO125

c QGINSIND) = LINK FLOWS FOR ZACH LOACING WwATCC127
—C QD (NLOO?) = ACCUMULATED FLOQW CHANGES IN LOOPS wATC21238
c QRS(NG) = FLOWS IN 4 LINK (DIMENSION NQ) WATZ2123

- C - CU(NMCOLSe!) 3 OBJECTIVE FUNCTION WATQQ1Y)
< STCOSTU(NST) = COSTS FOR STORAGE VARIAQLEZS WATZZ131

< STHAXINST) = MAXIMUM STSRAGE WEISWT FOR VARIABLZI =ZAD SOURCS wATSC 132

c TAQACNSs OF SELECTZD DI AMETERSs NO. OF CLASSES) = #ATQC133
—- - . USED TO STORE PIRE COST DATA VATCC13
c Wl (NHEQ) = WEIGHT OF EACH MEAD CONSTRAINT IN THI JBJTCTIVE FUNCTWATIC13S

< - CONDITION IN OBJECTIVE FUNCTION wAT3G135

< X{NUCOL3) s STORES VALUE OF OECISION VARIAGZLEIS AT50137

[ YINMROWS) = STIRES VALUZS IN COMPUTING DUAL VARIABLEIS WATS 2123

[ YR(N®AQY 3) = WORK VICTOR FOR PI3 CALCULATION =AT22133
R A R R R L R R R R R R R R I R PR TR R Y S sl B K
c WATCCLl4)

- List - WATCC142
LIST dATCO1a2

.- COMMON /BUF1L7 D(4544)¢fBCC125)eN0C(325)47.(45,2) WATC 184
COMMON /557 IMIQU3)9I3SQ03)oILEQCT) WNIHEACI)I¢NQLEI(3) oNASZI(I) waTCC1a9

- .- COMMON /LINK/ ALCAS) I XCAVF(4S) oHul83) s ICLASS(AS)JLINCOL{AS) 9 NDIAMUAT (145
1085) 9 TABCIC o 1)+ IDN(AS) J1IX(4S) WAT C1laT

— - COMMON /MIND/ MIND(a9) WATOC 146
COMM3ON /MAXD/ MAXD(43) WATC 169

LOvMON /PIPT/ PIPE(AS) WATJC1S?

COMMON /BASIC/ IBV(22%).I21Vv(i2%) wWATCC1S)

- — - —LOMBON /BUFL12/ PTZ(12%)eHF (834 3)+X<(325) WaAT2C1S2
CO™MON /FLCA/ DQ(4%),00(835),ALFAC(D) wATGZ183

—— - = COWMOK /PUMPA/ HPMIN(S)oHPMAX(E) gdMINCSy3) yHMAX (593D 9sLPUMO(S,2) 4L PWATI 1S
IUCATTUIZI ) G NGPUMP (3) 4 PHLIS) yPUCOEF(S)9PUMPHMR(5,3)4PVLIL) A8TC2C15835

—_ -- - COMMAN /Z2L0A07 2L0ADCY) WATZC1535
COMMON /ZPIN/ ZPEIN(Y) aTC218?

-~ CNuMON /GRAD/ INTZRHICG+IBFGSeGZMCISTe32ZMPERALPHASTALPWICRIT wAT02153
COMMCN /PREQ/ NMENRGNSEQeNLIQoNPEG wATQC1S59

COMMON /NUMBZA/ MAFLOIToNSeNJeNGQINVL ¢ NPUMP ¢NSTyNCLASSeNIOURCEZPSCANATLC16L

e wWATCC161

COMMON /OPTION/ IFLODISoMAXMMINGMCRASHeMINCOST WAT(C182

COMMON /MOUT/ MOUTMIN WATZ{163

cem - - - COMMON /IMATGIN/ IMATSEN WATGC16a
COMMON /STATUS/ TLPFORM,IGRADSIFLISTLILP wATCG165

- COMMON /CTIME/ THMATTTINCTToTFLOSyTLRTsTLOFY 3 TPUMT 4TGRATWTDIATTSAVNAT 165
1T«TFLOY WATLZ147

COAMMON /FLAV/ ZFLONPLITFLAOP, [TFLD wATHC 153

COMMON /NTIMI/ NDIACRG¢NPUMCHK oNFLICHG«NRQWPIV waTI{159

- -— commnn /27 2 WATCC17?
COMMON /MATRIX/ NMROWSeNYCOLSoNWSLACKINOVARSeNBURVYWeMXLPTI T WATSC1T71

COUMON /NRHSCHE/ NARMSCHG WaTCoL1T72

CIMMOYN 7TIEX/ TEX WATSC173

CNmMmoN /IPyMP/ TPyUMP WATC 2.7

J8TA MINeMOUT/Se5/ WAT2C175

- - DIMENSTON Z0LDC) wAT0O017s
c WATZ2C177
Ceecoe INITIALIZZ VARIABLES WATS9178

[ #ATCCL73
-2, WwATOC18%
ZLAST=1,.232 watgliel

n— - [FLOSELZC wWATCcC182
NPUMCHKz dATCC183
NDIACHG=0 wATSO18e
NPHSCHG=Z0 WATCC183

[
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C

1TFLOOP=L
TFLOS=".
TLPT=z .
TPUMT=Z,
TSavr=c,
TGRAT=C,
TDIAT
TELOT
TLPFT=(.
ZFLO0P=1.
- ITFLO=Y
o=
ILPFOQ M=

18

LM

Ceeves RIAD IN PRQOBLZIM JATA

-

CALL SEZCOND (STATIvVE)
CALL MATGIN
CALL SECORT (ENOTIME)Y
TYATT=INDTIMZI=-STATINE
IF (IMATGINGEG.L) 50 TI 243
00 10 JS1.NMCOLS
IBV(JI =
+. CONTINUE
IF (MAXWMINGIAa1) IBVC(LINCOL(NS)eNZTAM(N3))==]
D0 2C I=1eNMRIWS
IBVEIBC(I)=1
IPIv(l)=¢
20 COLTINUZ
CALL SZCOND (3TIMD)
50 33 I=1eNLEQ
30¢1¥=7,
e CONTINUE
00 a0 1=21.N0
ZLNADLII=.
ALFACI)=ALOHA
ZOLOC(IN=1T35
e CONTINUE
IF (IFLOD1S.LTe3) GO TO S°
RZAD (MINyZBIWENC=52) (DQUId4I=]9NLID)
CALL FLECHG
IfF (IFLIDIS.ZG.2) GO TO 7°
€3 MRITI (MOUT4232)
00 62 Is31.NS
WRITE (MOUT4300) [elQCIebl)ol=1eNY)
57 CCNTINUE

387

WAT2718%
WATOC187 )
WATCC183
WwAT 183
WATEC192
WAT2C191
WATR2G5192
WATZS19Y
WAT2J19e
Warii19s
WATCG195
WATCC197
WAT 0153
WaTi0199
wATG2("
WaTIZzZCt
WATCC2G2
WAT2C20%

WATOC2Ce 1
WATOC2CE

waTGCZ2?
waTCL203
JATL 52093
WATGL2l:
WAT 21
WaT{CZ12
WATS2213
dATIC218
WATCZ2i5
waTiZ215
WATGC217
WAT20218
WAT0C213
“atTsIza:l
WAT (30221
WATLG222
wATCZ223 i
wWATIuC 2 ]
WATLL225
WATZ 1225
WATG 227
HAT0C222
WATZ 022
WAT 22232
WATZC23%

¢ WAT35232 ‘
Ceeeve PLACTT WATPIX IN STANDARD FORM WATGG23S
c WATC223a . ‘
T CALL SICOND (STATIME) WATI(Z23% : i
CALL LPFQRM WAT0235
CALL SSCONT (FNDTII) wATg3237 . :
CTIMEZINOTIMI=STATINE WAT3233 §
TLPFT=TLPFTe T IvE WATSC233 (
c WATIC 243 i
c H WRITE(MOUT 4357 ) ITFLOWCTIME sNROWP Y WATCZ 262 3 .
¢ $220 FORMAT(s COMPUTATION TIMI FOP FL3d ITZRATION NDessI3e WaT0J242 H ‘
¢ S 1 eFOR LPFORM =e,F3.4,/4% N3. IF RIW PLVOTS =e,y1%) WATO.243 4
c WATC U246 H
IF (ILPFORM.EQ.1) 60 TO 2.5 NATZ024% 1
WRITE (MQUT,313) ITFLO WATGG 2645
IF (NLEQeECe2) GO TO 3° WAT23247 i
¢
3
i
¥
: 1
%.
e el - . s et e e eeetn P AR 2, -y ‘




WRITE (%0uTe3lC
wRITE (w2UTH330)
LS
3C 82 T-LeNT
- - iF INGL - «I)aEGed) 530 TO 80
KZZM1eNI EQUII =1
MRITZ (MOUT <3873 [+ (QDILIL=ZKLex2)
KLz 2e}
a7 CONTINUE
- Ceesss PIRFORM (P QPTIMIZATION
C
27 CALL 3TCONO (STaTiwg)
caLL L@
- Call SICOND (EINDTIWwE)
CYIMIZINDTIMI-STAT IV
—— TLPT2TLOTCT IME

R TRCIEX oZGe 1WA TTIA(MOYT 42323 (LU X (3P 0d=1 o NMCILS*1)

=
C $23C FNAMAT(T(e X(eg[3ge)ze,yFila2))
c -

IF CITFLO.GT.1) GO TC 187
o= - - WRITE (MQUT 350 ITFLOWCTINME
127 I€ (12X E€5.1) GO 10 11

Cesave CHECK NODAL HEAQDS

Y
NORSCHG2 T
—-—— -
c 13 C 1101 J=1.NO .
=L 8 {FINGRIQCU) 5 o) CALL HZOMP(J)
< $11C CONTINUZ

[ .

IF (NPUMP,Z3..) 6O TO 112

e ——

- -
CALL 3ZCOND (STATIMD)
- - CALL PymCwuk
CALL SECOND (ENOTIwE)
— o - CTIWMESINDTIME-STATIME
TPUMT=TPUMT «LT TME
- - WRITS (MOUT4337) TTFLOCTIME,NPUMCHK

~

Ceeooe LHECK & ALCJUST CANDIDATE DIAMZITEIRS [F WICESSARY
c
IF (I12UMB,704) ¢ ANSNPUMCHL 53T, E) &I T35 7°
IF C1PUMP . QelaaNDNPUMCHK,ZQ,1) 30 TO 67
115 CALL SZCOND (STATIME)
Calb 2[AMCHX
CALL SZCOND (ZNDTIME)
CTIMEZINDTINE=STATIME
—— TOTAT=TATeCTINE
IF (NCIACMG.EQ.l2 GO 7O 110
-— WATTE (MOUT9IT7Z) ITFLOWCTIMELNDIACHS
127 IF (NDIACHGeGTol ORNPUYCHX,6TLC) 50 T 70
IF (NLZ93.23.5) 60 TO 142
1F (ISX.E0.1) GO 7O 2%¢C
——  -—- IF (ILPJ.NE.") G0 T0O 250
IF (IZxeEG.1Y GO TO 227

c
Coeeee CTMPAGZ CURRENT T2 PRIVIIUS 33LUTIOV

Ceeeee CWECKTADJUST SLOPI OF CAPITAL PUM® COST COEFFICIINT

388

WATOI283 i
MATSG2e9

WATGG252

“ATC22%:

WATQ0252 1
WATCCZS:
wATOC254
dATC 253
WATL (255
wAT32257
WAT2C 253
WATCC259
WAT2({ 26
WATCL20d
WATZC262
WATZC263
wdT32zew 1
WATZC265

WaT33205

4ATC 267

WATI2268

WATOC263

WaTG3273

wATSC2 T

WATCL272

WATCC273

WATGCZTe

WAT3C2T5

wATGIZTS

JATZC277

WATZCZ73

WATCZ273

JAT(C282

WATI:29] |
WATN 232
WATZ (287
WAT:(28%
WATZ (283
wAT: (285
WAT:.z87
WATGC283
WATC .29
WATZC29°
WATC (291
WAT. 292
NAT. 229
WATS 25«
“ATC229%
WATCU293
watT:2257
WATC (299
WATZ 2299
WATGC3G:
wAT L3312
wAT2L,302
MATSC3C3
dATOC2CA
WATGG 3OS
WATON3Cs
WAT3C307
MATOC 3C8
WAT223D)

PR e Y LR R LYY Ty
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c
97 132 [=:.N2
IF (Z2.GT42ZLAST) ALFaAlII3I. gealLFA(D)
132 CONTINUZ
: ZLasT=2
1a7 if (Z.5T.2FLOOP) GG TO 22.
¢
Cenwess SAVE [MPROVED SOLUTION
<
CALL STCOND (STATIME)
ZFLOOP=2
ITFLOAP=ITFLO
15¢ CONTINUYZ
TE (UNITo11) 153415242608
1647 RISIND il
BUFFST OUT (L1eC) (DC1el)e2¢45430) K
175 CONTINGE
TE (UNTT93Z) 27241239260
127 RELIND 12
8UTFER QUT (12+2) (PIZC1)4X(325))
¢

Ceveert SAVT OPTIMAL SOLUTION FOR RESTART

157 REWIND 3
S8 200 I=1eNS
WRITZ (R4330) (SC(Isl)osL=1eND)
275 CONTINUZ
WRTTE (8¢9C) C(CIDNCID IOV (IDeMINDCID 4 MAXDU(I) D $12isNS)
09 211 I=1eNPunP
IF (NPUMP . GT.5) WRITI (R8,3s87) PYCI==(I2 [
215 CINTINMUE
Catl SECOMD (ENDTINZ)
CTIMEZINDT IMZ~STATINE
205 ITELO=ITFLOS!
If (IPUMP,EG.1) GO TO 268
1IF (ITTLO0.T0e2ANDLIFLODISLTG.2) SC TC 250
IF (IFLI0ISER.3) GO TN 243
IF (ITSL0LGT.MXFLOIT) GO "0 25¢
IF (NLIGe2¢%) GO TO 2&C
IF (NCIACHGWEGs o 2D NPUMCHK 4G4+ aND [5G40 eLGe1) 30 T 2635
230 IF (IZX,CT<1eANSANDTACHMG.2Qa0

wTn
c
Coeenve TOMPUTI  SFRAZTINT FL2W VECTOR
<

CALL SICOND (STATIMG)
Call TGRAC

Call 3ECOND (ENOTINE)
CTIMEZENOTTME-STAT IME
TGAATSTGRATSCTING

Cesevre DIRFURM LCOP FLOW CHANGED

CaALL STCONC (STATIWZ)
CALL FLOCHWG
CALL STCOND (INDTIME)
CTIMEZENDTINE=STATIME “
TFLOT=TRLCTeCT INE
WRITZ (MOUTALL) NFLOCHG
24 1% (IFLODISeLT22e0R IFLOSIL.EQ.1-0RIELIDIS.EGes) 50 9 25¢C
CALL 3ECOND (STATIME)
CALL FLOSTL

389

waTGE31)
wATOL 321
wATCL 312
WATCC313
WATZ 331
4ATIC2IL3
WATZI315
wATI2317
WATGC 13
WATZZ2313
WAT2322
waril32:
WATCCZ2:
WATZ 2321
wWATC 326
WATRI325
wATy 2325
WATSL227
wdT50323
waT21323
wATC2332
WATSOI3L
WATC 2332
WwaTZ 322
WATIG33s
wATZ2335
WAT3C 133
WAT( 2337
WATCT333
WATZ22329
wATC V30
WATG . 3eL
WATC 2342
wATZC 305
wATSC3ea
WATOL3aS
wATC 2345
wWATOL 347
wAT2.343
WATC 2349

AEAD (MIN9eGeNOZ275) (IAUJ) 9= o NWATIIIS?

WAT_ (35!
WaTLS352
wAT723% ¢
AATZ 253
WAT 23S3
WATul33as
WAT 2357
watTLLise
“ATGLIES
WATIC36C
WATC 2361
wiT(ilda2
WATZ 36
WAT02364
wATLO38S
WATI 0360
WATO2367
WATS: 648
WATCC 380
waT2G6373
WATIG37:

k._‘
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390

CALL SZCOND (ZINCTIwC) WATCC03?2
CTIMS=ZINDTIME-STATIME WATCC37Y
TRLISaTFLOS»CTINME dATI( 37
WRITE (MOUT,a425) CTIMT WATIC375
~C -- - WATG2373
Ceeses CHANGI LIOP FLOWS WATLOSTT
- L - - WATZI( 279
WRITZ (MOUT,837) waT 2273
- WRTTZ (MOUT,L322) wAT L3R
ARITE (MOUT,44) GUL)oL=leNLED) WAT 2341
- Cabk FLICHS waTlC 332
290 IF CIFLODIS.ZG.2) 50 7O 137 wATJC 383
59 Y0 1) WATY:X3a

Cevees PITPLAZ RTDPRY

— - 257 ZALL 3FCONT (ZTIMIH
[MTegTImMD
——— - 'lLL EES-TeLR1
270 ZONTINVE WATCC3IIL
. STOP . WAT2332
< WATZ733T
— - 2AT EDAMAT (AF10.7) wWATIC 234

297 FOIMAT (///422X%927H INITIAL FLOW OISTRIBUTION /4 39w LINK LOADLWAT, (393
- i Load2 L0a0Z LoANe L0405 LOADS, 32k L0437 L3A4DA LOAWATCG33S
03 Lradl ) wWaTo(287

- -300 FURMAT (1r41541CF3,.1)
1L FRAMAY (//44CKAa19% FLIY [TZRATION MS.v!S\
~— 3ZT-FNAOMAT (/ewlH LOAN Looe Loor LooP Lane
120 Loop LooP L33p Lan? LOGP LSOP,DHL00°./.4AT;:AE-
- - <354 N2. - NO. ] NOe 2 ¥0e 3 N ok NJe3vedn NQo.6WATI 4l
3 NJe? NG.2 NO. % Nill3 NO.11 NGe12) WAT D403
— - 33% FORMAY (ASH CHANGES FAROM INITIAL LZOP FLOW DISTRISUTION ) WATGL40e
Jal FOOMAT (3N S$Sellels(2XeFT.10) WaT L e(=
—- — ITE-FOAMAT (A3H L3 COMPUTLTION TIMI FOR F{JId ITERATION NDuyidelmM=eFBeawA . "C003
b WATI 67

— FOAMAT (19W FLDw TTEZRATION NO«vl3928+ PUMCHN COMPUTATION TIMIZeF8.4ATI 02
1647412 NO. QF PUMP COZFTICIENT CHANGESIZ) NAT L

~ ~37% FLRWMAT ta8m DIAMCHG COMPUTATINN TIwZ #I3 FLOw ITERATION NOeo[3,2m WATICw)!
i29F3asq/ 030K NOL OF LINKS CHANGING OLAMITZIRS =413) WATICell
—e—=- VR FOAGMAT (1XeS5F12.3) WATSGe12
YT FRAMAT (1Y 30140 WwATC 813

A3 FOOMAT (2F 7. 0) WATCCa
A17 FASMA™ (29M NO. OF LOOPS CHANGING SLOJ =4I 0) WATS Cwl3

637 FABMET (2Tk FLD JALANCTING CAVWPUTATIIN "IFESeFBad) wATC2az¢

FOIMAT 13138 FLSZIL 88  CMANGI3)
el EQIMAT (enm 33 418FT7.1)

c MATZ Zal?

NG wAT Ca2>

[
”m

b By i bl
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SURROUTINE DI 2MTHK

COMMON /BUFLl./ (65440 ¢[3CC125)¢NOC225)40C05,3)
COMMON /AMAT/ AMAT(112,42795)

COMMON /LINK/ ALC83) ¢ZXCAVF (451 9Hu(45) s ICLASS(AS)sLINCOL(A5)NDIAMOTIAODCDS
18 ), TABC3292) 0 [ONC4S) 4 [DXL45)

COMMON
COMMON
COMMON
COMMON
COovMON
COMMON

L

ye

ZoMMON
coumMoy
[T LIN
InumenN
SouMON
CoMMON
CoMMON
COMMON
COMMON
ccuMON
JIMENTION.JO0LI(5)

c

/MIND/ MIND(33)

/MLXD/ MEXD(45)

/BATIC/ 13V(325).1PIV(I2%)
/BPSF12/ PIZUL25) ¢HF(4543)4X(325)
/BATH2/ PPTR(TS)NLOAD(TS)
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QlAQGOOL
0IAQJ902
QIAgdR203

olagegos
01485306
2IA002307
0l14ad2008
OIAS3333
CTACGOLS

INUMBER/ MXFLOIT NS oNJeNIoNVLoNPUMP 4  NSToNCLASS NSOURCEPSCAGIAOCOLL

/MATRIXN/ NMYOW3 9 NMCOLSeNMSLACKNCVAP Sy NBUROWMXLPIT
JCLAMYZ NPDIAMyIPSPACS e IDMINSIDMAX

/3TATUS/ ILPFO?MeIGRAGYIFLOSELy ILP

/PwICE/ PIPACRF PIPEMsSTOACRF

JPRCI/ NALIWNSIGeNLEGeNPEG

/NTIME/ NOLACHGNPUMCHKyNFLOCHG 9w NROWPIY

/MQUT/ MOUT,mIN

JFLIV/ ZFLONO, [TFLOOPWITFLO .

JOPTION/ LFLGOLS +MAXWMINGMCRASAHIMINCOST

121 2

REAL LMAXLLMIN

INTEGZI® CHINsIUAXS2PTR

GRACI(AL WA 9AHW) S L0871 0 ((AG/AHNI **1.852/(A0)ee4.8T)
NOIACRGSRL

c
Cevene

c

s

stewee

Ty A

cevee

00

1

~
<

Coeeece

36 147

IF

F

LMAX=]
L1

I=1eNS } o
AU aCT.202=2)7 50 TO 142
(IDN(I).ZQ.10X(1)) GO TO 140
-7

21,56

NUMISLINCOLCE)

NUM2INUMI+NOTAMIT) -1

FINS
auQ

oo

TNE LINK DIAMETIRS w]TH THE LONGESTILMAX/I%AX) AND

SHORTIST (LMIN/IMINININZIRQ PIPE LENGTHS

T JSNUML G NUMD

iF (xCJ).LT.LMAX) 30 TO 1C
LMax=x(yy ° )
TMARZU=LINCOL(I) +1

IF (xCudewTolMINGORGX(JILLTL,1.E~7) GO TO 2C
LMT5SEX( )

[MINZY=LINCILCI)+1

comnTINUG
OMINZINTCIC Lo IMIN )
OMAXTINT(D(E,IMaX))

casc
IF
cass

IF

170 TORMAT(s [MINzZe I3y IMAX=e,I3)
AR ITE(MOUToL132) IMINGIMAN

I LONGILTH3HORTTST LINGTH PIPZS MAVE UNEQUAL DIAMZTERS
(OMINSNZ.IMAX) GO TO 142
IT SINGLZ DIAMETER AT IOMIN Ok 1DMAX

(OMANeELa [OMINGOR e OMAX cZQ IOMAXORDMAXLL G MIND(I)LORLOMAX, S

QeMAXD(1)) GO TO IsE

casg

ITD SINGLZ DJIAMZITER NOT AT IDNCI) OR INXCI)

Jl1AQOC12
0IAQaGL:
DIAGCO1s
oIAad2lis
OIAQCT1s
aragaci?
DIASILLS
Q1431013
314Qgd2:2
Dlaoanll
0ragsgz2
Oragocas
oTACIZ2¢
01A0G6323
DI agasdas
0iascce7
oragcc2e
o1AS3229
DIAQ2030
31432231
DIAQORC3Z
DTacac3s
DIACZ334
0TAGud 33
QlAZC33a
DIASCG3?
0IAJ22338
QI 4AQC239
2} § ERvE
o1A309%4:
014322a2
0Iasdse}
OIAQlT44
J1A0C0NeL
DIAGIT 46
J1AJC247
JLAJ00e8
D1A2C3s5
OlACJIS?T
01430051
SIAGO0SE
DIACJ3¢S2
OIACCTS
0IAJ0Q5S
CIAJ23%6
01A000S?
DIADZ33s
01403759
Q1400960
0IAQCCel

oo

T

4
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DIA&50C0e2
IF (OMAXONELIIONCTI)cANDLDMAX NESIOXCLY) 50 TD 1aC C140%%03

) DIA20364

Coveese CESE IID SINGLI OJUAMITER -QUAL TO IDNCI) OR [OX(I) 0140°06%
R —_ 0la00d0e

IF (CMAXGZIION(I)aANDMAXWMINGT 2al oANDe2.5Te1oC84AND2FLOOPLLTIOLAGSSSY

i leS8) G0 TG L% . . . - 01403368
T T DO 0 KSLeNCIAMC]) J1aa2:49
SOLI(K)ISOCT ek . ) 314037

3 CONTINUL DIAZZ0TL
NDSNOTAM(T) - e o oragogr2
TCOZOPSPACIeFLOATUNCIAMCI) ) Jragedrs
NCHo=T o _ SIAQLI T

T80 52 RE1LNJTAMCDY J148c7s
0CC=2(Ien1e3) . DIAGCSTe

TF (IMAX.CUidX(T)) 30 TC o° oragcsry

22223¢ X293 . 31422978

T T IF CINT(OCC)e5Z+ IIMINLSANC S INT(ODC) oG ol INCI)=(NPOTAM=2) e INT(CTAZSITS

N JP3PACE) LANDLINTC(UDD)LGEL#INDCIY) 60 TO 53 razzieg

’ G3 T3 al o1az:inal
. _IF CINT(DD0) oL EaISMARSAND INT(ODD) oL 24 I0XCI)I*(NPUTAM=2 ) INT(DIACICEY
e SO3PACS) W ANULINTCOOC) alEaMAXD(I)) G506 TO 50 D1A2¢0C32
60 T a7 o . i . 01830c8e

€777 7T NCHSENCHLSL o 31402335
. 2€1,4)2200 L i JIACIsEs

a7 TUCONTINUI T T 01403987
IF (DMAXGNZILIOKCI)) NCHGZ=NCHG __ Lo PR REEY

’ DIACZI89

s GPITI(MOUT ¢ 1750 e IONCTII o L0XCI) ¢ C{KeDALOCKI I 4K=14NDY 31438392
T810% FORMAT(e LINKeallgs [ONZoo[3901DXZesl345(e(CSLOCOvI30erzeeF3.0180327L

) - o1agcs92

TIONCIISIONCII*NCHGe INT(CPSPACEDO/ARS (D)) 31403293
IOXCI)=IDXCI)*NCHGe INT(OPSPAZE~OD/ABS(0D)) J1A0C9e
-0 - T DIACGI9%

s WATTZ(MOUT L1 ) e IONCIIoIDXCI) ol (KeDCI KD ) 9X=19sND) J1ABCI9%

T $1.0 FORMAT(® LINKegI3ee TONZeyl3ee IDXZTaoI3¢SCoONCw (oglI3ge)zesFS5.01830297
o o i DIA20238

NC1ACHL=NQLACHG1 - CIR33ICI3

CO 113 iI=sienPSs o R . DIAS0:3s
IS=NLOAS(ID) 01432131

J0 75 JSI4BS(PPTR{II ' +i+fAISIPPTR(II))I*NOCIABS(PRTIR(I{)I) JIACZILS2

T TTT=1aBS INICG) OLACI:03
IF €LeZGal) 4G TO AQ 21430104

[ CONTINUE o1AZI135
GO T 1i: . DiASc13e

AL TSNSFLOAT(L/NICUY)Y o01ac3. 37
CIF (3BSCUTIdI)eGTatac=0) SNIFLOATCL/NDCUII*0(T410)/2B51ALIDIASIISS

17 W10 Jrajcicy
__ RUMLELINCLL(IDY L ~ - . DLA351LS

o NUMZZLINCOLCI) oNITAMC ) =) OTA02:12
I1rs- ) . . . g1acsii2

CO 130 NUMINUML,NUMZ 0ragc1sl

_ _lilstitel ) e .. OrAZZits
IF (A3SCIULDCIITI=GCE s [21) el TL1.E«T) GC TO 120 01A3C113

. IF ([aVINUMISGTLZ) IPIVCIBVINUMIIZ] _ . 1 4 Y D B
GROLLZLRADL CasStQULI 10 )eDOLUCITI) ¢HW (1)) oPSCALE J1A0€C117

B . _GANEW=GRAZI(ARS(GUL1G) )« (I ILT) o HuCI)IePSCALE 01a9c119
JEL2(GRNZw=GRILD) «SN DIA0C119

e . _TART=NOVARSeNMSLACKeII__ .. ._ _....__ ._ . oIaouizd
23 92 IRDa=14NMROWS JIal012L
AMAT(1ROWeNUMIZAMAT(TRDuINUMI-AMAT (IROWY [ART Y e DEL pragaras

3¢ CONTINUE 0rago122

e # T

T
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ZONTINUE . . 0L1AQC124 i
CONTINUZ DIASCL25 :
TART=NUVARSONMSLACK*N3URQ 01400128
111=" o1agc127 l
2C 13C NUMINUML,NUM2 . _ 01400128
ITl=lIle1 31433129 N
C_IF (ABSCOOLOCIIII=0ClelIIN)elTaleE=72 GJ TQ 13C 01400133
IOSINT(OCTLITI N olAQCLl3L
 3C0LD=PISACRE«(TABCINTCIOLSCITL))41)oTXCAVF(1))IePIPEMaDCLD(]IDIAITLS2 ‘
11)/528)2. DIAGOL 32 '
. PCNZWSPIPACAF«(TAB(IC11«IXCAVF(I))ePIPEMeFLOAT({])/S28C, 2140013 ‘
SEL=3CNEw=08COLD DIA23133 i
20 126 IRVez!eNMROWS 2I1AT003¢
AMAT(IROWsNUMIZAMET(THOWINUM) «AMAT([RCue[ARTI e DEL S1AZ2137
CONTINGC . . 2TAGCL e
CONTINGT Siactids
ZONTIN.S _ L o . JLAZZ1e
1F (NTIACHeGTs ) [LPFIRMZ] ' Sraciie:
RETURK B _ . Jlacite
: o STAglial
INe

. CIASZ1les

1
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:
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SUYROUTINS FGPAD FGRJCCGL
COMMON /BUFI1/ D(a3¢4)4I8CC129) s NOC3252¢2(4543) FORLICCC
COvMON /INTER/ EQPTRITS)IeLCIMCIZS) FGRICGCES
COMMON /€37 IMEF(3)oISZQU3)ILZOC2IoNQHIQ(3)INQLEI(3) yNISEQ(I) FGRCCOOs
COMMON /DETHZ/ PPTR(TS)«NLOAD(TS) FGRIGICS
COMMON /ZLINK/ ALCAS) o IXCAVF(4S) orW(435)ICLASS(AS)LINCOL(AS)yNDIAMFGRCLODS
1035) 3 TABC3T41)+ [ONCAS) s IDX(A5) FGR3I0ICT
COMMON /BUF 127 PIZ(125VermF(8543)4X(325) FGRCLGOY
COWMON /FLOA/ CQ(a%),GD(4%),ALFA(Y) FGRIZC0G3
coMmQl /2ZPEN/ ZPIN(I) FGRCGIL?
COMMON /GRAD/ INTZReICGe13FGSeGZYCLSTGIMPERGWALPHAWIALPICRIT FGRILIIL
£oumMoN 127 2 FGR2ICL2
COMMON /MOUT/ MOUT MIN FGRGCOLY
CoOMMON /STATUS/ I PFORMeIS24D4TFLISTLIL? FGR:."T1s
COMMO* /OPTION/ [FLODIS«MAXJAMINIMCRAASH,,MINIGST FGRZ LI
COMMON /PRZJ/ NHIGeNSTGeNLIQeNPLG la
CO%MON /NUNMBES/ MXFLOIToNSeNJoNGeNVL e NPUNP yNSTyNCLASSoNSIURCIWPSCAFGRLCZIL™
1L FGRICILA
COMMON /FLOV/ 2SLOO0PITFLOOPITFLD FGRCIGLI
COMMON /1ZX/ TEX FGRICI2T
CIUMON /NKNDRM/ NNAPM FGRCCS2L
CIMINGION G2X(a3)e GMX(3)e GZ{43)e D330G(85)s G2ZL(33)s JOLI(A3)e GIFGRECC22
10LD€43)y f(45) FGR2Z3523
INTEGIR PIGePOTRLENPTRA FGR(CC224

GRLZO1(ALsADACYIZIL T2 0(Ca3/780)»e]ad352/7(AD) 00,37 FGR{CZ22

FGR(C
COMPYUTATION OF WEAD LOSS FLOW RATIAS . FGRLICZT
FGROTCC
iGRap=’ FGR{IG23
00 43 I=14NS FGRLCY
TI=LINCOL(I) =2 FGALILL
D0 1. J=1eN& FGRCGI3:Z
HE(Isd)=", FGRCCI33
CONTINUE FBR{IG A
D0 32 usieNDlaM(]) : FG

1I1=11e} F3R,CZL2s
20 27 L=ieNg
NHIGRAULI (ABS(ICT L)) eD (Lol omulld)ex ]I
HECTOLISHFLT L) orn

=: CINTINUE
il CONTINUS
<~ CONTINUE
IF IANLIGelle® 31N IGLL) 50 TO 252 FIRLCTe}
IF (ITFLCa5TaleaND{C3aEGCaL) 3C T 517 FGR. 34+
021 T214NLED FGRLZIAS
SaLdtly=i. FHRICC 4
GZAM DIz, FGRILZw?
Y{T1)=Ce FGR: L0443
s CONTINUEL FGRSLC S
cLast=2 FGRGLUSI
% LRz FGRZCCSC
GuaAXz . . FGREC2252
CO 1aZ LI1uNG FSRCILEY
IF (NQLEQUIL)EQe3) 30 ¥0 157 FGRCICYs
1C=r FGRICOS3
IF (ICRIT.CQaloANDABS(ZPENILI Dol Tolali0eANDLGTl) ICE FGRGGGSS
OMX(L)IZl . FGRZC2 ST
c FGRGLI93
CoeeeelOMPYTT GRADIENTS ANC FLOW CHANGES [N LOOPS FGR3$2S?
4 FGRCIUS?
D0 125 LEQ=ILEACL) o TLEQ(L)ISNALIA(L) =1 FGR2C36!

TS

e

SR st b vl B e 8 e AREROEE
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LOOP=LO00P] FGRCCGH2

DAtLO0P )=C. FGRGZCE3

6ZCLOOP)Y=S, FGRICGH4

G2LLO0P)Y=C, FGROLDES

R - GZX(LO00P) =2(, FGRGCUES
J8da(LooPI=s. FGRCCQS7

EERE IR —iF (MANWMINCZQelaANDabl oL = «NNORMAND.ICRIT.EQWL1) 53 TO 130 FGRICCH3
TF C(INTZIR.EG.9) GO TO 197 FGR:CJ69

< - . F6RGO57?

c 3 WRITE(MOUT,2C2)LsLOOP FGRZIGTL
£~ — 3233 FORMAT(2IXee LJADING NOe o9125¢ LIOP NOooysI3 FGROCI 72

c s 1 Zes PEQ LINK 2 HF SN DOOBX SVab GZXFGRSCLTS
Cecoae COMPYUTT GRADIINT INTZRACTION COMPONENT FGRLLGTe

< FGRCCLITS

- IF (ZQPTR(LCIPILZEQ.C) GO FO 122 FGRINTTS
K=ZGPTR(LOOP)1 FGRJICQT7Y

- —— - D0 37 T=214LCOMCZQPTRILQOOP)) FGRIGOTS
OLQ=LEIMIK) FGR(GCTI

- - IF (PE3aLTe) GO TO 82 FGRO S04
If (IC.EQ.14ANDLPEQL.GT.NNIQ)Y 30 TO 37 FGRZCIGBL

IF (ABS(PTIZ(PZI3)del TolsE=2]) 50 7O 87 FGR{C"82

2C 77 JzLeLCOMIKe]) FGRIGI8T

- - KK2JARS(LCOM(KSY=})) FGROCOSS
TF (ABS(O(KKsL))alTelel=7) G2 TO 72 FGRCZ263

D3DQX=HF (KK L)/ ABS(Q(KKyL)) FGRIGUBS
G2ZX(LOOP)I=0BIUX~PIZ(PED) FGR,I087

--c - - FGRCCGE8H
¢ s WRITE(MOUT 2205 )IPZ oK o GUKKe L) sHFIKK L ) oSNoDBOIRsPIZ(PER)4GIXRIFGRICOBI
- D - 8228 FORAMATI21542X92FT.24F5e1+351244) FGRQALSS
c FGRGLOIL
e =T - CONTINUE - FGROG092
52 K=K+ LCOM(K*Ll) 2 FGRZICLIS

- —— 3L - TONTINUE FGRCE:9«
IF (I1Ce2Qe1) G0 TO 128 FGR2CC93

- L= - - - FGRCIZ93
Cevere LOOP GRADIENT COMPONINT FGR22097
-—L - - FGRC2394
12 D0 ilC JzIARS(PPTRILEQ)I)I*L¢IARSIPPTR(LEGC))I*NIC(IABSIPPTR(LEQIFGRIZ29Y

- - i » FGRCC1C,
KKSIAHS(NO(J)) FGRG312:

——— e~ e IF (ARS(Q(KKeL))elTolaE~7) 33 TO 113 FGRIGLC2
08BDA(LOOP)I=DB0G(LO0OP)I e MFIXK 4L )/ ABS(OCKKyL)) FGRGCLIC?

EEEED ¥ £4 CONTTINUE FGROC10%
GZL(LOOP) =ABS(D3IR(LI0PY) «PTI2(LIY) FGRCOCICS

- i F2LO0P)I=GZX(LOIPI«3ZL(LOOP) FGr.ol1oa
IF (ABS(GZ(LOOP)I)I.GTL.GMX(LIY SUA(LIZTABSI(GI(LINPY) F3RCIL1LT

15° CONTINUE FGREIL1CH

IF (ABS(GMX(L)).GT.GMAX) GMAX=AZSIGMX(L)) FGRLLLG?

147 CONTINUE FGRICILG
NIZG=C FGROC111

¥1=1 FGRCCL12

K2=1 : FGRCC11%

—- — --K3=NLES FGROJ11e
c FGRGGi135
Ceseos CHICK FOR RESTART 0F CONJUGATZ GRADIINT FGR23115

c FGRIC1LY?

- IF (ICGeEQ.0.0R.ITFLOWERL2) NICGSL FGRZJ119

IF (ZLASTeGTe!oeT9.AN0eZeLTa1.59) NICG21 FGROC119

s TP (ZLASTelTelo29.ANDeZ.6Tele23) NICGSL - FGROCL2?
21L88T=2 FGRIC122

00 19¢ L=1K} FGRCCL122

IF (NICG.EQ.1) GO TJ 173 FGROC123

AR SR R A

i Ve e Ravd %

PR

w3 ’.‘L‘h‘@éw*““‘ e,

v L 05 330 G O N o NN S A om0 s W L i LAYy BT,




396

[ FGRGC12«
Ceseer ZOMPYUTZ CONJUGATET GRAQDIENT FGRCGC125
< FGRGTigS
BETAN=:. FGRCC127

8ETAD= . FGROSC128

00 .5 XSXK24K3 FGROC:2?
Y(X)=GZ(K)=BZOLD(K) FGROG13S
SZOLO(KIZGZ(Y) FGRGC13L

AZTANSRTT ANSY(K) ¢G2Z(K) FGRLS132
AZTAD=BLTADs Y(X)«DOLO(X) FGRGC133

133 CONTINUE FGRQJ134
8ETAN=BZITAN/BETAD FGR:8132

GMAX=ZC,. FGR50135

WRITE (MOUTE232) FGRJLLI?

23 130 X=K2+K3 FGPIli3dd
52(K)=GZ(K)~-FETANSDOLI(K) F3RC213?

IF (ARSIG2(K))IeGTeGMAX) GMAXZABS(S2(NK)) FGR.C1a.

wBITE (MOUT 42431 Kol eBETANCIILI(X)0G2(K) FGR.C1el

125 CONTINUE FGRCC142

c FGRIC14S
Ceeewes CCMPYUTE FLOW CHANGE FGRTC 144
o F3RC 2145
a7 GRITZ (MOUT253) LeX1pKIeK3IeILEA(LD FSRII145
90 182 K=KZe“3 FGR:-147
QO(KIZALFAIL) «GZ(K)/GMAX FGRGZ143
DOLOtNI=GZ2UK) FGRGCL145
GZOLDIX)I=FLOAT(NICGIaGZ (N e {la~FLOATINICG) )« 53200 0(K) FGRLG132

19¢ CONT INUE FGRCJ1S!
13- CONTINUE FGRTIIS:
WRITE (™OUT.220) FGRCZ153

00 237 LOOP=l.NLEZG FGRL 215+

WRITZ (YOUT 42921 LOOPPIZ(LOOP*NHERNSEG)+DBDQLO0P) 4GZX(LIOIPIFGRICLISS

1 GZL(LCTIPIeG2ILIOPISQILIOP) FGRSL153

220 CONTINUT FGRZC1%7
215 CONTINUE FGRLL1S3
RITURN FGRIC1S)

o FGRIC15)
227 FNPYMAT (//SXN+PSHINTZRMTDIATE RTSULTS FIR COMPUTINSG GRADIENTS AND FF3RIZ1s.
1LSW CHANGTS IN LOJY2S FOR NIXT MAJIR ITTRATION/3IX27«U20FP DJUAL FGRGZI162

< JecLoce) v43  GCINTER) G(LOOP) GTAD FLOW CHANGIFGRL 162

n FGRICL 164

2" FNO9MAT (3IT7m LCOP LOAD BETa 2319 DNZw) FGRGL1E3
2u7 FOnMAT (215+43GiZe4) FGRIGLas
237 FOPMET (Im L=el3eaw KISl 3eaH K239 ]39aM KITg13e9M ILEICLIS,IZ) FGRZ le?
Zo7 FOIRMAT (I%¢3612+89F1042) FGRIZ1a3d

C FGRIL163
[ U FGRJILTS

rd a

- A N A e
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SUBROQUTINE FLOCHG FLOSZZCL

TRACE STATEIMENT NUMBERS FLOGGUG?2

COMMON /BUF1L1/ C(4a548),19C(123)sN0(323)+3(65+43) FLO2CIG?

- COMMON 7ANMAT/ &4MATLILLC+275) FLOZLCOs
COMMON /EQ7/ THEO(Z) ISSAC3) 2 ILEQ(IIWNQMEQI ) v NCLEJCI) 4 NASEQCD) FLZILLCE

— e = - COMMON /PATHMZ/ PRTRITI)IINLOAD(TS) FLOQGIC{S
COMMON /LINK/ LGLCQAS) o TXCAVF(AT) o HWd(43) s ICLASS(4S) o LINCIL(ASI «NDIAMFLOCCZ Y

- 1CeS) o TARBIIM 1) ION(A5)910X(43) FL203C2A
COMMON /BAZIC/ IBV(32%)4(PIV(12S) FLCCLCTS

—— COMMON /FLOA/ J9(83)+00(aS)4ALFA(Y) FLI299:.
COVMON /NUMBER/ MXFLOTIToNIoNJeMNGeNVL o NPUMONST  NCLASS e NSOURCIWPICAFLIIIGLL

= - alz FLOZCGL2
COMMON /STATUS/ ILPFORMGISRADIFLCSIL.ILE FLOZINY L

CCMMON /NTIME/ NOTACHGINPUMCHK s NFLICHGINROWPI Y FLCu3L1a

COMMON /PRTQ/ NHZGeNSEQ.NLIJWNPEQ FLAGILLS

- COMMON /M0UT/ MQUTeMIN FLATLC1S
CoMMON /MATRIX/ NMROWS oNMCOLS» ™SLACK I NIVARSsWBURIA$MXLPIT FLOCZSI?

- - LOMMON /RRATIO/ @RaTIN FLOLCT13
CowvON /27 2 FLOLETL Y

-- - - INTEGZR PPIR FLOSL22:
GRADICANVANDGACI T 104 TLw((AS/AC)I»ela832/(4C)nes,.3T) FLOCOC2:

----- — = NFLQGCHG= - FLNTGS22
LIONGENPEQ-NLEDSL FLOLCC2Y

—~ - 17 DQMINZQRATIOeALFA(NLOADILIINGY) - FLOGSS2+
IF (IFLOSELWSGeC+ANDLABS(OQILESNOSNLIG-NPEQ)) LT LJAMINY GO TO 90 FLOSC22S

— NFLOCHGSNFLOCHG. FLIICE2s
ILPFOaM=2 FLocczzr?

e e -] G INLDADLLIONDD - - FLOCLG23
< FLIZC23

~ LeeeeaCHANGI -FLOWS IN LOOPSs AND UPDATE THZI MATRIX FLOUGR3.
c FLOCZIZEL

cme- - --DA 8L JSTARS(PPTR(LIGND) )=l TABS(APTRILIANGI I *NG(IAGSIPITRILEONOIIFLOSGGCI2

v
It |
NUY
- - - NUM

FLOLIL3S
48S¢(NO(V)) : - FLOJO0G3A
1=LIncoLL)
22LINCOLIL eNDTAM(L)Y -]

c FLGI2I3Y
~Ceveee FIND oASIC VARTIARLES FOR LOOP LINKS FLONCI33
c FLOCSC3)
s e e DO 20 IENUMIGNUM2 FLOOZOs:
IF (1BV(I)aGTa2) IBIVCIRVIII)ISL FLOC el
- 23 -CONTINUZ FLOZC242
Q0LO=Q(Ly I FLITLCA:
SNSFLOATI(NQIJ) /TARSINGLUY Y FLOL .l a4
QUL I0CI=Q (L TSI JFCLTANI=NPIASNLIG) #SN FLOCIUCe:Z
-- ¢ - FLOLCUas
T s WO TTE(MOUT ¢3SIC0L0 oL o190 (Lo I o INDIOILEGNO=NPTQASNLED) FLOZII47
- € 3 35 EORMAT(e QOLD=%salBebooGlo o [2gegasllye)=eyGl3a00eSNeyF3,0yeQFLOTI0NS
c s 1 Gi%.4) FLOZCCeI
- € FLocoee”
IF (QOLO*ICLeIGYeLIola) WRITI (MOUTWISZ) LIQ FLOUCISL
—-— - DO 7% 11=IMIQCIC)ILEQCIQI-NQLIRIIQ)=1 FLOOCOS2
IF (NLOAD(IT)eNI.IQ) GO TO 72 FLOZICSS
00 3¢ JU=TAAS(POTR(IINI*1+IA3S(PPTRITII)ISNOCIABS(PPTR(ILI)I) FLOCOCSS
IF (L.SG.IABSING(JYII) GC TO 43 FLOGCCSS
- 1 CONTINUE FLOCECSS
30 T 72 FLOQ00S?
—— e - LINKZIARS(NQC(JU? FLOGOOSS
SNI=FLOAT(NOCJJ)/LINK) FLOZICS?
SN2zSN1 FLOBO0CSE)
IF (ABS(ACL1Q))e3TalaZ~T7) SN223N1eQCLTQI/ZAZSLQLIIAY) FLOZ2C8L
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IF (ABS(QOLD)eGToleI~7) S5N1IZSNL1«I0LD/ARS(QOLO) FLOS %62

La=? FL3GLCeS

NO Z> NUMSNUM1 NUM2 FLOOJ06e

LAZLAS] FLOCOCES
GROLOI=2GRADL(ABS(OOLD) ¢OfLwLA) ol (L)) eSNLPSCALT FLOCL2CES
GANTMIGRACL(ABSCO(LI2))e0CL ol A) o HWIL)IoSN2ePSCALS FLOCC067

OFL=GRNC W=GROLD FLOCCJES
TART=ADVAISeVMSLACK]] FLOCCCSI

< FLoQC2T?
Ceeeee O0ATE CORFFICTIENT MATRIX FLOJICTL
c FLOACT2
00 ST lAzl,N“RONS FLOCCLT?

AMAT(IH JNUMIZAMAT(TR I NUMI«DSLeaMAT(IR,1ART) FLO" 22T

L CONTINUD FLNGSSTS

e TINTINUE FLOCCTS

vl CINTINUE FLO2C.T7

55 CONTINUE FLIZOCT S
GOCLEING=YPIOeNLIZI A0 (LI INO-NPEGoNLI ) +IQ(LIGND=NPEINLE D) FLOJCECTI

35 CONTINUE FLOLL2R)
SILIONO-NPLOSNLEC)IS, FLc.o3al

LT INOSLEGNO»L FLacie:

T OCLESNOLLELNO®IS) 6D TO LD FLOLC283
IFLOSZL=L FLOL CAs
RETURM FLOZSSBE)

< FLOJGO3S
177 FOPMAT (/1Sx¢23M FLOW DIRECTION OF LINKeT3,413% IN LOAZ %0e oI2038WFLOCCSCET

1 CHAWGID OIRECTIONM) FLOGLOA3

o FLoclCR?
TND FLOGCUY:

o

Omedigaline v.n -

2wy

»‘M o e ank o e
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SUSROUTINE FLO>ZIL
TRACE SUEBSCRIPIS _——— -
TRACE ZTATIMENT NJUMBE®S

~ .. COMMON /HUFL1/ J(8348)41BCLIl5)WNOL325)40(45%¢3) -

COMMON /E3/ M Q(j)o‘a_a(‘).IL'Q(S)vNOH’Q(3)'NQL;G(3)'NGSEO(3)

- COMMON /PATH2/ PPTRLT3)4NLDADLTS)

399

FLODD0OL
FLOD0O0C2
FLO00003
FLOOJO0O
FLOJ00GS
FLOOJNJ6

COMMON /LINK/ AL(A5 )-rKCAVF(0:!vHU(!S)'ICLASS(~5)vLINCOL(05)oNDIANFLOOOOC7

1C0AS) o TABUIJ91) o [ONIASHLIOX(S)
CIMMON /8uFl2/ PIZ(&Qi)vHF(CSol)‘K(SZS)

- . COMMCN /F_JA/ 2G(33)e50C45)4ALFAL3). . - .. .-

COMMON /MQUT/ MOQUT MIN

COMMON /STATUS/ ILPFIAMLIGRACIFLOSCL.ILP
COVMOK /HAADY/ MXKRCIT,HDEVMX

SOMMON /PRIQ/ NHESeNSISINLISWNPIS

FLCOO0GO3
FLO0OCO9
FLOQO01C
FLOO0OC11
FLOogGclt2
FLOBCILS
FL3C331Ls

SOMMON /NJUMBER/ MXFLQIT NS NJsNToNVL NPUMP (NSTINCLASSeNSOURCEWPSCAFLOSLCLS

Y - [ _

e ld ok} /'NORH/ NN’J?H
CCMMON /OPTION/ IFLOQ1SeMAXWMINGMCRASHeMINCOST
JIMENSION 31(a3)
INTEGZR PPIR
F‘leﬂavhdv-*)=l:-‘7"(luIAH)"l 85’/(!0-'0.37)
_IFLOSLL o . — -—— . —
JO 10 I=leNLES
DQ‘Z):S. - - [
1% CONTINUE
20 120 J=i.N2
IF (NOQLZQ(JU).£3.3) GO YO 1co
o IF (IFL3D15eiGaledAidadoaGTLNNDRMY GO TO 108

c
Ceeers STORZ INITIAL FLO2w% JISTRIBUTION FOR LOADING
c
.0C 20 L2105 - - -
itLI=L W)
z:z —CONTINLT .- e et o - .

esevs PLRTOSY 4ARJY=-CROSS NEITWORK SALANCE

A NaXE]

DO 82 [i=i.~4nllT
WMARze995 3,

< -

Coeese TALCULATI N¥a mIaD LOSSCS AND WEAD LOSS/FLOe RATIONS
MRS

HF(isd)=a
S 3. LsLeNJ[AM])

FLOJDO1s
FLJJCCLY
FLO2CSLB
FLOJ0219
FLOJG323
FL30322:
FLOoCS322
FLOC302:
FLOJGS

FLO0302%
FLO9J02s
FLOO3C27?
FLGJICOIs
FLO00C29
FLOS0C3D
FLOIG031
FLOOGC32
FLOCCZ3I3
FLDJITZ 3
FLOCC3S
FLOJOZ 36
FLOU0LIIY
FLICCD 30
FLO3CC39
FLOCC s
FLOOCCw]
FLICOCW2
FLOS TS
FLITCS4e
FLOTOC43

HFCL o) ZHFCLaJ)*GRACICALS(ULII)I ) o0l Lol omMail)) eX (LINCIFLOSL b

i Ltide=1)
SONTINUE
LONTINGI
20 7L MELLITtdI G LLEQCUISRALIGYI -]
“JCY= .
SzRizle

Y

LR

[oRS B lli)(’Pfi(Hl)’ oZAdS(PPTﬂ(H))ONO(IAGS(PPYR(F)))

Ll.dx 1AB3(NO(L))
IF (ABSCQI(LINK)I )L ToleE=T) GO TO 56C
SeITLOATINO(LI/ZLINK) @ QL LLINKI/ABSESI(LINKY)
HIZYSHIIVEINeRF (LINK o4}
— JERLEZ:ULelLBIZeMFILINKG U ZABSLALILINKDY)
s SONTINCE
. FCHG=~HDEW/DZAL
CA(MeNHES N3 3) SO (MaNMEI-NSEQ)eFCHG

FLOO02G

FLOSOCAs
FLOCC 249
FLOCUOSS
FLOJIGLL
FLOSL2SE
FLOGZ0%2
FLO0J054
FL203G3%
FL3JG3SS
FLO00GS?
FLOGOLS:
FLLOCDSY
FLOJCIaC
FLOSJO0o1

PR

- A bt g b 4 ¢ e

U

Dot raren




400

- - SLJOP=M=NSEg=NHEQ. . FLOQO0UsZ
< FLOSSCES
C s . MRITZ(MOUT 3200 ML 00P FCHG QS (LOOPI 4QEY - FLOGOO0 G4
C $CT0 FLRMAT(* Zue NOeveI3es LOCP NOe®9I39e FCHGZwogFBa24ye CUMSeFB.FLOOLGHS
cC -~ 3 L MOINSeer Bal) . —— . R L - FLGO0GCO6S
Ceeeee CHANGE LINK FLOWS FLJG2J67
L e e e e e o IS O — FL33Go6s

30 57 IAdslPPTR(M))‘lyIABS(PPTR(P))‘NO(IABS(PPTR(H))) FL200Q0sS3

- - . LXV'( [ABSINO(L)Y) - — FL200070
SNEFLOATINOCL) /L INK) FLIOZ3T:

e Al LLINKI 2L (LINKIASNAFCHG . . . - = FLO3CG72
[ CIONTINUE FLIQIST:

. . IF (AnJiHLIV) e3TLAMAX). AMAXSABS(AZEY) FLCACI74

144 CONriNU: FLULTC?S

S & 4 B - - - - - FLISLLT:

IF (AHAX-LT -43:.v‘1x) 30 70 9: FLOSIST7

Y CONTINULE —cr e o —_— = FLOSI3TA

37 WRATTE (40UTH L) JoAHAl'XAI FLOlac?¢

102 ConNTIiNue o o —— C e e i == FEPR. FLOZ ool

RETURN FLOS2C6EL
[ o - —— FLOOCSAZ

L3 ‘G°NA‘-' ( 2&55'.2'4 HAKIMUM H AD D"VIATION r-OR LOADsI3v2H 24FB8.046nFLO0GZCA3
—ee & mITH I2, 18 ITZIRATIONS) oon e e . FLOOCS a4
c FLOR2JSS
4. —_ - e e ——— FLOGCG8e

L

L A, -
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S Wt p B




SUdRCU
COMMNON
Cowmiy
- 106 deT
[sab L L]
GuuON
CowmMoN
Comuny
Cavugi
-~ COmuoN
Snwugy
CoOMMIN
cevmon
CHumgn
1UCeRIT(
- COMMON
LowvoN
- L
COMMaN
COMUMON
CowMSH
- - == COMMON
mress
- - IMINS

GRADL(C

comp

“3
— 11=
co

pi coN

- FR 00

1 cown
0 SOUTIN
Cossss =aMPY

<

D

I
- -

CON
80
HC(

-
v

-¢
Coesee I(IVL

IF
20

hes con
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TINE «“COMP (LOAD) HCOJiCCe
/BUFL1/ O(a5¢8)413CC0125)eNOL3I2%)4Q(4543) HCOCLGG?

JLINK/ AL(AS) ¢ IXCAVF(45) oHu(45) 4 ICLASSC(AS) «LINCOLI4Z) o NDIAMNGOCSSSS

AR(IC 4110 1ON(AS) S I0X(AS) NCOD2G0S
7E37 IMESCIILISEICI I ILEQCII«NGHEICI) e NQLEIC( 3D 9NQSZ (D) HWCOCLIC

/PATHL/ NSTART (TSI NFINISHCTS) MCOZ23%5

/PATHI/ 4COPR(SZ)4ISTOR(5Ge2) ¢ IPN(SC43) HCOZ7037

FSTORZ/ STLNSTIT)STHMANC(T) HCN2IC23

JNJOEL/ PRIZAIIDSELVI(ZY) HCO33009

INQCT2/ NPTR(2843)4NREF(2843)43JURCICS) MCORLOL2

FLILICNL/ LOAJCOL(«) MCOTIGLL

FBUTLI2/ DI2(125) 447 (45431 eX(325) HCO0CO012

/2L3407 2L222(35) MCOZCCLE

JPUMPA/ ADMIN(S) gMPMARCI) o MMEINCI33) g HMAK(Se3) o LOUMD (59 1) yLPHCOL 101

FYeNIPYUMD (1) 4PML (%) 4PUCDE :

(333 PUMBHA(S43) 4PYLLLY ~CO2LlL!

/MOUT/ MOUTMIN

FNUMSZIH/ MXTLOITONSoNJeNIWNVL W N2UMO yNSTyNCLA3SINSOURCEI O3

JOPTION/ IFLODIS+MAXAMINCMTRASHMINCOST MCO2C21?

/NGHSCHG/ NRHMSCNG MCO22527
/NNORM/ NNORM MCC3lG2L

/ILax/ ILAX MCQaCo2:2
R PPTRy SOURCE 4C0CCo2!:
ION HC(a)y =€28) s THMAX{28)y TwMIV(ZA) HCOZ:I524
204404 A0)IZ12eaTLw(LAI/ACYI " [ 832/(A2)e26.8T7) MCO 2

HCOZ. (29
UTE LINX H4EAD LOSSES MCOZ. 827
nColCi23
| ES R NC3C2L2)
LINCOL (D)= MCOJC 332
PR ES Y 1) HCOC I3l
HF(Tsy¥="o . MCO20C 32
rINug HEBSCC33
33 JSLeNGIAMC]D) MCO2G03e
11=1le2 HCO22C23
20 21 LzleN) HCOCLC2S
HHZGRACICABSTSCI sl a3 C Iy Ud o (D) 2eXCL]) HCOZ .2
HECT sLIZHE(T ol Yotin HCCJC838
CONTTINUE HCOC 2233
TINuE HCO2(Ce:
JI HCOIClgaL
HCOCZ. (a2
TI SOURCI NOOZI ATJUUSTHUMINTS €38 DPyMP3/STORAGS HCOLole)
“C0llCwe
5= HCOI .o
J=19NSGURCE HCOG:C4a
23 I2IMTO(LOAD) » THEJC(LCAD Y e NOHIQILIAD)~] HCCIllaT
TF (SOURCI(JUILEINSTARTC(ID) 50 T2 &0 HCOL 349
TINUL HCOLZ%43
To it HCOTCCST
JISHCORA(I) HCOf 2%
“coeces2
TZ0 STORAGE HEAD HCOC 153
HCOZ:{ 2%«
(ISTOR(T41).EQ42) GO TO B2 HCOGCGSS
73 II=143 HCOCOCSS
IF C(ISTOACILITIEQ.") GN TO 72 HCOI. 3187
SN=1.0 HC002333
IF (STCOZT(IABS(ISTOR(I II)))elTole) SN==1,3 #COSI2%9
MCEJISMCUUI - SN N(TABSOISTOR(I4IT))I/PSCALE HCOLCL069
TINUL HCCIoi6L

e L R ARSI R S 3 | b S e (. i T ey -~ - =
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tevee

X3 N2l
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Let,

c

Coneoe

4

173
1¢7
c

ey

IF (NPUMP,ZG.3) GO TO 1C3
IF (NJQPUMO (LNAT).E0e3) GO TO 12°

PUMP WwEAD

DO 97 L=1+3
IF (lABSUIPNCI L))aEQe3) GO TO 97

1F (LPUMP(TABSIIPNCIHIL))4LOAC)«E2Qe)) GO TO 37

402

HC00CCs2
HCOSCTAS
HCOICJ6w
MCO0LI63
HCOICCas
HCOC 87
#C05C383
HCO{ 0363

HC(UIZHC(J I ¢ X (LOADCCLULIADY S L PUMBLTABSCIPNCT+L) )+ 3a0)=~1)/PRHCOCCETY

CaLZ
CONTINUE
CONTINUE

CAMPYTI NNDAL HEAZS FOQR LOADING

T=1eNJ

D0 110 J=1sNSJSURCE
IF (NREF(T4LNA0ILE2.30URCTCI U=y
CONT INUE
11295999,
1F (NPTRUI+LOADILEG 0o IR MeE042) 50 TO 18{
HOIYSZLVINRIFCTI WL 08D )=ILVC ) *HCL M)
N2 [ASS(NPTR(14LJAD))
L=:
Mz
00 125 M=N=lNeNO(W)
1F (NO(XPe6Tod) L=i
TF (NO(X)aLTal) M=zl
CONTINUD
SNzil.7
00 130 X=Nel+NeNO(N)
LINK=TABS(NOCXN))
IF (LeM,The1) SN=FLOATINQ(K)/LINK)

HCOCICTL
RHCOCRC2T72
HCALILTS
HCOCC 2T
HCOLLu T3
#COLTCT5
“CcoLilT?
HCCILIT3
mCCSZ2T3
HCO2CE0A3<
HCC2C08:
HCOulL82
HCZICLa:l
MCO2Zl8s
HCOCI0ES
HCO3°085
HCOGSL 8T
HCOG 2033
HCOLCI8I
HCOCS529)
HCOCZC51
HCO0NCC92
HMCOG2293
HCOCLI34
HCOS3793
HCO0Z32395

TS (A8SCG(LINKGLOAD)I I aGTelaZ=2) SNSGCLINKGLIAD)I/ZA3SCQCLINKLHCOLCLST

OAD I )YeSN
H{I)=H(T)=-SNeMF(LINKsLOAD)
CANTINUE
I (NPTR(IWL0AU) eGTale0e KT eGIaie? GC TO 14C
NLTAVESNLEAVE«}
IHMINCNLIAVE) =]
CUNTIANUE
WOITZ (MQUT 2" 3) L AD
WRTTZ (0T 2.0) ((TeH(I)DeI=ivAY)
M (ILEXeEQa1) 50 7O 247
S T0 2e3
IF (NLTAVILEG.") GO TO 2s:
IF (NLEAVELEQ.L) GO T3 17"

NRO0ZX VIOLATZD NODAL Ngast

22 lel [=1leNLZIAVI-i
20 158 usleloeNLIAVE
TF (ACTHMINCI) ) oL Tem(THMINGYY)Y) G0 TO 150
Kz {MMINCT)
IHMINCTIIZTIHMINGY)
ITHMINC Y =K
CONTINUE
CONTINUE

339213 CUFAINT nmIAY CONSTIAINTS BY JDICRIASING SLACK

HCGIio9R
HCOLL094
HCOZTilT
HCOSCLlll
HCOT 3102
“COoTltCs
HCOGL 1T+
ME0ILIl3
HSO0Z.1%8

#C02C111L
HCOColld
HCOCC113
HCOCL1l~
HCO( 112
MCOGC1l6
MC3UC117
HCOCLC113
HC0C113
HCO0G012:
[T R Y3Y
HCoL2122
HCOCT123
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C

Concee

c

-

o

17

1a-

13
274

21,

J=°

00 187 I23IMI(LIAD) +IHEGILIAD) «NOHEI(LDA0) =2
FENLS}
ICET YR EE 3

CIONTINUE

IF (NOQHIQ(LOAD) WL T.2) 30 TO 216

00 272 IS1NQHEJ(LCADY =Y
D0 135 JUsI«1eNGHIQILOAD)

403

=C0Gl12e
HCJ32125
HCOGG123
HCO2 127
“C00C123
HCO27122
HCOCQ213:
HCOIC132
MCoCCc132

IF (H(NFINISHITHVAXCI))) oGT M(NFINISHOTHMAXC(JU)))) GI TO 19C HCILL:33

K= [HMAX ()
ICLTSISSERE LIS NS}
THMAX () 2K

CaNTINUZ

CONTINUT

TXCHANGE VIOLATIO HZAS CONTRAINT FOR ZINSTRAINT WITH MOST SLACK

G0 217 X=ieNLZAVE
IERAS LGS $1
D0 227 Js1ehRIHIFILIADY
IF (IWvAX(J).ZQel) 50 TO 227

HCOG 213+
HCOCC1335
HCO032135
HCCIzi?
“C0ul12n
HCOT 0133
HCO0Z%147
HCITZial
HCOC21s2
HC025143
HCOGClas
HCOSZI1l4)

[F (NRIFUINFINISHACIHMAXR(U) ) yLIAD) NI JNREF(I1LIAD))Y 3O TO 220 HCOCCo185

AIZTLVINRIF(T4L 380~V II=FRELIWLIAD)
“Jz=
PRONFINISHCIHMAX(JI)LCAD)
IF (HlerndelTeGa) GO TO 223
CALL TRAGE CIWmAX(J)e]l4L0AD)
I=Max(Jy="
60 TC 27:
CONT INUF

CONTINGE

CINTINUT

QRITURN

FIOwWAT (/& Xs JH3$419H MIADS £9P L0AJING +12)
FORMAT ( 2WShe2(3H H{¢I24ZH)ZeF i3e2))

NG

HMCOLCL1a7

TLVINREFINFINISHOIHMAX(JIIoLOAD) V=L VINFINISH(I=MAX(JI)I=HCOC 109

HCOCC 143
HCOCC155

1,

ANt
[ S

HCO22157
HCOG154
HCOCI15)
HCOCL135.
HCO 2161l
HCO02213?

3w ——
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At Yol el 00 e > 4 4
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SUBROUTINE L® LP zceel l
COMMON /8UF11/ D 14S9e)sTBCI129)oNO(325)43(45,3) LP 29032

COMMON /aMAT/ AMAT(1i1427%) LP 2CGCT i
—- COMMON /£Q/ IMEQ(3)4ISEQC3) ¢ ILEGE3) o NGHIDC I 4 NQLE G 3) 9 NISERCID L 3600
CWMON /BCVEC/ 8(135)+C(325) LP 3000:
COMMON /84%IC/ [BV(325),IPTV(12%) LP QG5
COMMON /BUF12/ PIZ(125)HF (4343 4XC22%) LP 60027
COMMON /LOADCIL/ LOADCOLLs) LP 26223
COMMON /2L04D/ ZLOAD(3) TCIRTRR
—  COMMON /PIPE/ PIPT(4%5) P COGL:
COMMON /PUNPA/ HMPMIN(S ) JHPYMAX(S) ¢HMINIS3) JHYAX(G, Y1) LPUMP(S, ), LPL? SCL1L
TUCRIT(I) ¢ NQPUMP (3) PML{S) +PUCIEF(S) sPUMPHR(S5¢3) PVL (L) Lp I
ZQuMOY JMQUT/ MOUT . MIN L 204
COMMON /FLAV/ 2FLO0OPITFLOCPVITFLD Lo 50%%e
COMMON /NUMBER/ MXFLOIToNSeNGeNGsAVLeNPUMF oNST oNCLASS s ISSURCE,P3CALP 20245
R - LP 20dln
cowwon 72/ 2 Lo siiy?
- COMMON /MATRIX/ NMROWS JNMEDLSe NMSLACK o NOVARSeNBUROwy MXLPET LP C2l1d
COMMON /PREG/ NMEGWNSEGINLEQeNPEQ LP 0313
COMMON /3PTION/ IFLODTSeMAXAMINGMCRASH,MINCOST LP gz
CNwMON /STATUS/ ILOFORMyIGRADSIFLOSZLWILP e ollca:
<. —— -~ DIMENSION CBAR(Z75), IREJ(59) LA conze
INTEGZR PIPE P ocIs2s
— . ILPEE - - - - LP Q€02+
NI%gv=" P ztg2s
- e 2. - LP 3CC25
NP LP InC27
--- ~NRZyz - LP 23
NUuTz LP :5c23
———— — {POS=: - - - LP (Il3:
00 1% Jz1.NMCOLS P I3l
R TR LP fgsa2
12 CONTINUE Lo 23
= =00 25 IT14NMRONS LP 3503
I°[veIr=0 P 2383,
27 CONTINUE Le 20235
2 IF (NUMI.GE.“XLPIT) GO TO 160 L> 37
NUMI=NUMIe; L2 ¢ 23
0F =1, Lo L3019
<~ IF (1PCSeZ3s1) 60 TO 353 LP Ciges
Le 52iel
Coeees CUECK FIR FZASIBLE SOLUTION Lo z5ce2
LP €Izl

c

c

00 4¢ I=14NMROWS
I8=18C( 1)
IF (ClIR)e6TeleE5) GO 7O S¢
QF=J3F+H(1)eC([R)
47 CONTINuS
IPnS=109Se;
WRTITZ (MOUT27C) NUMILOF
31 AMIN=], f1°¢
- NBYzE
00 7C J=1NMCOLS
CRARCJIZGa
IF (I3VIJYeNZIL") GO TO 73
00 &7 Izl ¢NMRCWS
18=18C(T)
A CBAP(J)=CBAR(JUI-C(lA)eAMAT (L yJ)
1y CONT INUE

Ceowvee FIND BASIC VARIAGLE TO ENTER
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C LP Cl0s2

IF (ClU)eGTelefeANDeJaGTNOVARS*NMSLACK+NPET) G 10 76 LP 0GCe3

C LP 0706«

Ceeese COMPUTE RIDUCZO COSTS LP (Cl62

C- - LP 2l0es

CBA2¢J)=C(J)=CBAR(Y) LP 02367

IF (CBAR(JILGT.AMIN) GO TO 71 LP JlCo4

AMINZCSARP () LP 00369

NBVY=y LP 50075

7¢ CONTINUE LP 2CCT71

-C L? Gce72

Ceseve THICK FOR OPTIMALITY LP 2cc7s

C LP 2C2 70

IF (AMINGGI«=leE=22) 530 TO 183 Lo 32373

LAMINSICaEelS LP 20275

[ LP ccc7?

Cceevee FIND BASIC VARIABLE TQ LIAVE LP 23374

o4 L? Lel73

33 3C I=1.NMRCW3 LP 03582

IF (AMAT(IWNBVI.LZLS.) GO TO 82 L2 08l

IF ((BCIY/AMAT(TIoNBV))LGTLAMIN) 50 TO 277 M 2

AMINZB(I)/AMAT (T oNBV) 3

3

- 3
Cecnes CHECK FOR UNRQUNDZD SOLUTION <

C LP 27083

IF (AMINGGT.1.218) GO TO 262 LP 0I¢ca=

< L2 GitsSy

Coevoee TWICK FOR PIVST LEVEL TOLERANCE LP 222

c LP 22C32

IF (AMAT(]1°0weNIVI.GTeieE=6) GO TO 92 LP 220938

NRZYSNREJe] Le CCO3s

I3VI(NBY) =~ LP o2I3%

IREJINREJI=NBY - LF ¢CC35

WRITE (MOUT2380) IROWINBVeAMAT(IROW N3V LP 22097

GO TC % LP {lI%4

97 IAveIBC(IA0W))=! LP 2Cc294

PIVZAMAT{IROWsNRY) LP i1

IF (NRIJaI3eC) G0 TO 118 LP {712

20 137 J=1eNRZY LP 0ClG:

IBV(IRC (U= LP i1l

130 CONTINUE LP 2218

DLV P 7183

128 CORTINIT LP {oids

z LP L2147

c $ WRITI(MOUT 4 ) ROweIRCCIROWIeNBV LY LP 9&1C3

< 3203 FORMAT(» RAWeel3e» LEAVING VAR s¢l3ee ENTZIRING vARe,13, LP CC1c2

c 3 L ¢ Plvzeyalicel) LP 24gil:

c LP ollll

IRC{IR3d)=NBY LP ZIl2

TRVENBY)IZ TP 0w Le 27113

CC 137 IS1.NMROYS LP GC11+

IF (leZG.IR0W) GO TO 122 [ AR &1

B(I)=B(1)=B(IROW)IsAMAT(I+NBV)/PIY LP GGile

00 1227 Jz1¢NMCOLS LP c2117

IF (JeT3NBV) GO TO 122 L® 30118

AMAT( o JISAMAT(I4JI=AMAT( IR04s JIPAMAT(I NRYV)/PLY LP (C1l3

123 CONTINUT LP 00122

1 CONTINUEL LP Tl1i)

TN 14° 121 .NMROwS LP oCl22

IF (1.20:IR%W) 50 10 1as2 LP go123

—— b

i




AMAT (T oNBVIZ. 0" LP

14C CONTINUE LP

00 152 J=1+NMCOLS LP

15 AMAT(IROWsdJ) SAMAT(IROMGJ)/PIV L

—_— - A({TROW)ISB(IROW)/PTY Le
60 T2 'L L2

——L — - - LP
Ceeeee END OF LINEAR PROGP M Le
CeeveeCHICX FEASIBILITY OF THE SOLUTION Le

< LP
- 143 IF (NUMTGTMXLPIT) WwRITT (MGUT.332) P
O 247 [=1eNMROWS LP

K= 1aCc([) LP
I1=Ie3(I)eCIK) Lo

IF (4BS(C(X)I)aGTalaZ»a) 30 T2 17] Le

[C (MINCOSTaTGeleANCL,CIXIaGTalad) ZLIADCLI=R(T]) Le

_— TF (MANWMINGEGeleANDWZI{KIWLTaC4) ZLIAD(K=NDVARS*NG)=(T)I/PSTALILD

ZNPZINPeS(I)eC (KD Le

—— .= 50 TOQ 23 LP
< LpP
Ceeees FINT LOADING ASSOCIATIO wITHM SSINFZIASIZTLITY LP

o LP
- —173 IF (K.LEZoNDVARS«NMSLACK~NPZQ) Ga TO 187 Le
IF (KeGTLNMCOLS) 63 TO 238 LP

- LINKZK=NDVAR S=NMSLACK~NPEQ LP
WRTTZ (MOUT25C) KeBUI)4PIPTCLINK LP

- - IFLOSEL=1 LP
GO TO 244 Le

——13¢--- DO 230 LILeND LP
1F (NOSTG(L)LS0.2) 33 T2 19) LP

—_ - - IF (KeBTZLLOADCOL (L) *NGPUMP (L) cAND K LEJLOADCOL (L)I*NQPUNMP (L) +LP
i N@SIG(LI~1) 6O TO 212 L

- - c ot - IF (KeGELNOVARSeNMSLACKSISEQ(L) e ANDaXalioNOVARS#NMSLACK*ISEQLP
! (L)+NQSEQ(LI=1) 6O TO 210 Le

- —15% I (NQLEQ(L).E3.5) 50 TO 203 Le
IF (KeGZaLOADCOL(L)=NGPUMP (L) *AG3ITICL) 04N oK LTLLIADCOLILS1ILP

1 ) 60 TO 2:z¢ L?

TF (Ko GENOVARSONMILACKCILEIIL) AN oK ol £ o NDJVARS e NSLACK*ILEALP

1 (L)*NALIGW(L)=1) 60 TO 223 Le

21z CONTINUT LP

- 233 L30URCEZK=LOADCOLILI-NIPUMP(L)*} Le
IF (XeGTJNDVARS) L3OURCISK-NOVARS=AMSLACK-TSEG(L)+] LP

WRITZ (MOUT«'27) X¢8(IVeLSOURCIWL Le

50 19 2ed LP

2z LOOPEK=LCACCOLIL) =NGPUMP (L) =NGSEI(L )] LP

IF (Xe3ToNDVARS) LOCPIK=NCVARS-NYMSLAZK-TLEGIL)+L LP

WRITE (MOUT20%) Xe8(IV9LOOPWL LR

G2 TO :eC P

- AN NIMBVZNIMBYS] LP
MU LP

WOITE (MOUT326) Ik Lp

260 XUKIZH( D) LP
WAITE (YOUT383) ((JeZLOANCII) 9U=1aNG) LP

WPITZ (MOUT327) NUMILITFLOWZ¢2ZNP Le

WRTITE (MOUT,3%C) NIM8Y Le

CO 2%5 121 .NMROWS LP

- JENNVAPSeNRSLACKS | LP
PIZUI)3C(JU)I=CBAR(YY LP

- - IF (ClUIeBTeieZ9 ANDIJGT NOVARSONMSLACKSNDEQ) PL2Z (1 )2CBARCJ) LP
PI2(1)1=OSCALEPI2( ) LP

2%% CONTINUE LP
RTTURN LP
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407

- 267 WRITE (MOUT37C) N8V LP 2185
Lp=t LP JC187

- RETURN LP 521383
C LP 2189
-275 FORMAT (///2%«3ZHFLASIALE SOLUTION RTAZHID AFTER +I154174 MINOR ITZLP $C133
LRATIONSe3XesH COST=2eFl2.2) LP Gl191

24¢ FORMAT (25Xe29H PIVOT ELEMENT REJICTZIO AMAT(yI391Meel3e2)294512.30LP 20192
23% FORMAT (193M SSINFCASIEILITY X(oIJe2MI=oF1Ca2+6H LINK +I3) LP CC1%3
355 FORMAT (21H SSSSINFEASIBILITY X(9l3y2W)zeF26.2s3H SOUARCE #I3eSH LOLP C(194
1A043H NO. o1 P Su19s

15 FOAMAT (19H SSINFEASIZILITY X(eI3+2W)3aF13.296H LODP «13e5H LOADISLP 30193
1M NO. [3) LP 21197

325 FORMAT (SXel1™S$SCONS. NOeeIS+3Xe17H 43T, VAR, LLPY R &3] LP <{19s
Tre FORMAT (/42SH  SSLUTION REACNED AFTIR STeeiTH WINIR ITZRATIONS«/ooLP CS2193
1M 38 139128 (W/DENALTY) 46324801 4n (W77 PINALTY ) 4522e9) P o3L24)

37 CLOMAT (3H $8545(3M Z(eI142")34F13.20) Le C.z2ll
3T~ FORMLY (82m NO. OF IMAGINARY BASIC VARIAALIS AFTER LPI3) LP tc2e2
3&® FOIMAT (T3ZXed0H COMPUTATION STCPEZC AS & PISULT QF TOO MANY LP 21232

1 ITERATIONS ) LP GC2ia

377 FCAMAT (//735Xe26W SOLUTION IS UN LIYITID ¥k=3e13) LP $I2u3

z - P §223s
END LP L2927
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SUTROUTING LPFUXM
TRACE STATIMINT NUMYERS

COYMON /RUFLL/ (<3441 4IBCCL25)9NDC32314Q(4543)

COMMON /AMAT/ AMAT(1124275)
COMMIN /BCJEC/ 4C(123)4C0325)

ZOMMON /BASIS/ [3v(123),1PTv(125)
CCMMON /QH3CHG/ HINOC1J) 4 DELRMSI

10

CONMON /FLIOV/ FLOJPITFLIOPLITFLO
COMMCN /MATRIX/ NMROW>eNMCOLSeNMSLACK s NOVARSeNBURDR e MXLPIT

COMMON /MOJT/ MJUTLMIN

COwMOKN /STATUS/ [LPFORMeIGRADIFLESELsILP

CovmMOy /NRHSCHG/ NRH3CHG

CCMMON /NT{MS/ NOTACHG NPUMCHKeNFLOCTHG ¢ NRCWPIY

SNTEGZY HZOND
NPJWPIvz?
ILPFAY-wzl

eevev?: ~0RGANTIZI TmI MLTRIX

esees CIVCT YO PUT waT3[X IN 3TANDARD

30 95 L=l,MMRULS
IF (IPTVILY. L") 30 YO 9¢
IR <=L
N?QWPIVZNROWZ [Vl
IC~L=I8C D)
IF (IRJ«e£3i.4M3J4S) GO TO 3C
IR=1204
AMAXZABSLAMAT(II0EICOL))
05 17 LLb=l-Duel s NMRILS

TF O(ABSCAMATILLLAICCLYYLEAMAX) GO TO 1S

AvMAXZAJSCAMATCLLLICOLDY)
HEE TR RS
12 ComMTIMNUE
IF (IR4ZQe1<d4W) 50 TO 30
0T 17 J=lsivMCULs
AMZAMAT( (30w d)
AMAT(LIRO & s J)=AMATCIRWJ)
AMAT(IP,J) =AM
CoONTINUL
BM=<( Ik W)
BCTROWISBCLI)Y
B(Iwn)z3™
33 PlvzaMaT(IR2aelC0L)

[
©

Al w?ITZ(MOUT 41271 TROLeICOLVFIV
» AOITI(MOUT 10 )10 AMAX

$.71 FOAMAT(s [<3e,[3ee LMAXZe,F8
$.70 FORMIT(/es ROa *4l34s COLUMN

IF (RRL(PIVILGT lal=8) 40 TO &
sesve ZHECY FQR 2ZIAT PIVOT TOLZRANCE

WRITZ (MOUTW132) IR0WeICOLsPIV

ILPEORM=L

RETLKN

eesee YPDATT RM3

7 00 =" I=14NMnQns
IF Cle2i-1RJIa) 30 TO &8

oM

.8)

e93]3.e PIVOT= ¢4F10a3)

3
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LPFGO001
LPFI0Cc2
LPFC2203
LPFOJ20«
LPFJI92CS
LPFJ0J06
LPFJ0307
LPFQ2C08
LPFCCCCI
LPFOGCIC
LPFO3C1:
LPF2Q212
LPFOOCLY
LPF32C1s
LPF2ZC
LPF3C
LPFC

H O wU L

LEF:
LPF3
LPF3C
LPF2)
LPFo

-
v
n
)
TR I

R T VN R SN N S
F IRV RV VN R Y

GO OB OO

L2F0ag27
LPFY2328
LPFICI29
LPFOIG3L
LPFIJ231
LPFOZ332
LPFQ2733
LPFOC 334
LPFC2335
LPFJ0G 3%
LPFCSC2T
LOF2a223s
LPFJ3735
LPFC234
LPFQ22el
LPFZ2Ge2
LeFtaey
LPF3CJee
LAFOCIeE
LPFOL ek
LAFII87
LPFO0Jad
LPFOO049
LPF3235¢
LPFOC2SL
LPFIG052
LPF33353
LPFICQSe
LPFJ303%
LPFOC0Se
LPF0S7?
LPF23236
LPFC0CS9
LPF0GCOsS
LPFOCOSL
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[gRaNal

RXEEENR]

[aNaNaNal

o,

ACI)=BCT11=B(IR0m ) «AMAT(]IICOLI/PIY
eees s PCRFCAM HOW PIVOTS

T3 33 JSLONMZOLS
1F (JeZQ.ICOL) 6O TO €2

WMATLT P UI=AMAT o J)~2MAT(IROMsJIPAMAT(],ICOLI/P IV

: CONTINuUZ
< CONTINUZ -

sevve ZTRO ALL OTRIR ILIMINTS IN UPDATID_COLUMN

07 73 1214%MR0a3 .
IF C(leCuelRC&) 30 TG 7C
AMAT(I ICOLI=l0.
73 CONTINUZ

eesss TIVITT HASIC 20w 3Y PIVOT ELIMINT
D0 ¥ JUTLINNCILS
EMAT(IRImed) ZAMETC[RCaed? /PIV
an CONTINUE
8CT254)=8(IR3WI/PLY
g7 CaRTINGE

ewses CRARGE RMS Fu2 NI4 PRISSURE CONSTRAINT

IF (NFH3CH3e20.2) 30 T0 123
C 110 J=1NRHITHS
: TAATINIVARG*NMILACKeHEQNO(U)
00 28 [S14fMAGNS B} o .
<(1)=BLT)*AMAT(I41ART) *CELRHS(S)
137 ccntinuz
110 CONTINUE
NRHSCHG=?
120 NIMBv=T

s WRITI(MOUT 112001480101 eI21sRMROLS)
$122 FIRMAT(3(e BloyI39»)3e461Ca3))

DC 147 1=1+NMRORS ~ ~
IF (B¢I)evCe-o) 30 TO 1s(
BCI)z~B¢(I)
DC 132 J=1oNMCILS
AVAT(I+d)==aMAT( Lo J)
130 CONTINGLA
NI¥-vVaN[M3yvel
=W #COL eNIMY

TWRITI(MOUT i1 oI IBECTD oN

b 3
$1:1 FCIMATIS 20wsel3se LEAVING VAReyIJgs INTLRING vARe, 1)

IF (IBV(IGC(INL3Te") 1BV (IBSLIIIST
IECCII=NMCOLO*NIMB,
IRV(AMCILIeNIM3YYIST
CNMCOLSONIMHYIS1 21 E
182 CONTINLS _
WRITE (MOJT.lEC) NIMBY
— RETWRN __

LPF00962
LPFCJ063
LPF2DD6S
LPFJ00363
LPFC064
LPF20567
LPFCCCBRE
LPFJG363
LPFL33T7L
LeFIC071
LPFQDO72
LPF23IT3
LPFOGCTa
LPFBYO7S
LPFELIT:
LPF30377
LPF20273
LPF2CIT73
LPFCQJ8:c
LPF3cI8L
LPFJG082
LPFCC383
LPFGS Iy«
LPF23235%
LPFJ3533e
LPFO35C37
LPFGD382
LPF32049
LPFOTD93C
LPFOSCSL
LPFCSI92
LPFOZEI3
LPFIL094
LPF30093
LPF3L33¢
LPFC3397
LPFJ3093
LPFOCI29
LPFELL13C
LPFJZ101
LPFOC132
LPFJIG103
LPFgZ1ld¢4
LPFI2133
LIFJ 10
LPFIC107
LPFJ2132
LPFLCLLS
LPFIZ113
LPFISLLL
LPFCCLLL
LPFJQ1l3
LOFQ211e
LPFOLLS
LPFO2116
LPFQOLLY
LPFRJ118
LPFOOLL9Y

. LPFO0129

LPFJo121

15% FOPMAT (23 NJ »[ 40T ZLEMINT IN RGW 91347/+,230 INTINDED PIVOT IN COLPFIJ122

1he o I347H 2 y5l1243)

LPFOC123
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138 FOAMAT (bonm Nue UF IMAGINART BASIC VARIABLIS aFTIR LPFORMy13) LPFCT1l2e
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SUBROUTINGD MATSIN MATOQJ001
TPACE SUBSGRIPTS MAT23502
COMMON /BUFLlL/ J(8348)41dCC125)4N0(3I25)4Q(45,43) “4AT02083
CCOMMGN 7AMAT/ AMAT(L1134273) o . MATICCOS
CCMMCN /BCVEG/ 3(123)43(229) LTS FHE-11
COMMIN ZINTER/ ZGPFR(TI)LCOMII2S) 2730336
CCMMON /237 IATICTIVISEQE3D 0 ILEGEII oNIRIQE3) ¢ NGLEQ(3) 4 NGSEI(D) warsz5237
CCYMON /PITRl/ NSTIRTOTS)yNFINISHUTI) vATZC328
I2MMON /PATHZ/ PPTR(TS) «NLUAOCTS) MATIS3CY
CTUMDY FPATHS/ AC R334 3TOR(E0e3IV9IPNISTI) “aT20319
COMMCHN INJJUSL/ PRCI49I1eCLiv(23) MATIQOLL
CoWMON /NDIEZ/ NPT3I(2443) ¢NREF(2843)sSOURCI(4) 4ATI5312
COMMCH ZLINK/ AL(3.) 9 ZXCAVF(aS) oHm(43) ,JCLASS(4S5 e LINCOLIAZ) ¢NOTAMMATS IS
1€a%)eTA(LSol) e [N IDNCAT) MAT201Le
TONMGN /MTND/ MIND(35) MATI0Z13
SnuMON /MAXD/ vaAX1(e3) . MAT32215%
COMMEN /PISES PIPT(e3) MATZ2317
CCMMC% /STIRT/ STCISTC?)(STMAX(T) _. vATOG% 16
COMMEn, /L080CIL7 LIABCIL(#) “ar35513
COMMON /PUNPA/ APMIL(L) eMIMAX(S) e HMINCSe 3D o HMAX(303) o LPUMP(343),LPHATI2723
LCCPITLT) o N IPUMP(3)ePYL(5) s PUCCEF(Z)oPUMPHRISy3)PVL(L) MaATCZ22:
TCMMON /PPUNP/ BPMP () o T MaT22322
T 77T CoMMON /GPUMPY GPUMP (4 3) ’ MATCOG23 -
CC¥MON /PIMPF/ PUNPF L™ . MATI2C24
COMMON /GR3A0/ ZiTZnyIC3913F0SeGZMCISTVGZMPER,)ALPHALTALD, ICRIT MATI3023
COMMON /PRII/ HHEJWNSIGENLIQWNPEG MAT33326
CCMMON /PL4PV/ OUMPEFF 4POWCOSTPUMPMIPCOIFT A TOEN 4PLMACRF , TIPCOSTMATOCY27
COYMOK /NUMBIR/ MXTLCIT kS eNdaNSeNVLINOUMP ¢ NSToNCLAS3¢ASOURCE (PSCAMATER02A
1Le ’ “AT02029
ICMMON /DIAMY/ PDIAMJIPSPACZ . IOMINSIDMAX MATZ2333
COMMCH /GPTION/ [FLODTSeMAXKMINGMCRASH(MINCOST MATS3531
COMMCN /MQUT/ YOUT,MIN i ) MaT3g132
ZOMMOR /IMATGIN/ [MATSI ’ ATD303)
COVMON /MZTRIA/ NMAOW39NMCOLZsNMSLACRyNDOVARSoNIUROWs MXLPIT MATGZOs
COvMOR /ORICE/ 2[wACRF +PIPEMeSTOACRF MAT00935
ZOMMON /HARDY/ MXMTIT HOEVMX MATS2235
CIMMON /EIX/ 1Zn MATICG ST B
SOMMCY JI.AX/ DLAX . MATOC33E %
ZOMMCN ZORATIO/ 2R4TIG MATCJ:39
COMMON /NNORM/ NNJM - _ ) MATCSCe S
CGYMOK /1PUMP/ LPyUMP MATOCO4L =
DIMENTION LOMJIPTRES5)y 6CLgl)y wi(3)e LREFUTS)e 4START(S)e PCON(S43MATOT 42 .
e LPITN(543) MATJISCeS -
INTEGI™ PM_ 4 PVLePPTHy JUKCEsEGPTRIPIPT +PLON MATIICe4 *
REAL T3aTiellvsal M&T23345 B
: , . MATCZ546 H
ZLeeseeFUNCTION FOR G<ADIZWY ZOMPUTATION MRTGOCAT g
- ) wATGS345
GRADL(AGOAJIAZIZ]oaT e ((Au/AC) e, 8520/ ((AD) e . 8T) MATJ2 249 S
4 “ATQ2032 1
Ceeves ZAPLTAL PUMP CJOST FUNCTION MATIC39L N
4 . ) . MATSCCS2
PUMCOIT(AIPYARISL 3l 40 (AGP e 452 )0 (AN, ,542) METI0233 y
c R MATOZ 294
CeereeINITIAL VALUE FOR PINALTY FACTOR MATCA0SS
- MAT030%6 1
IMa TGN, MAT003S7 ;
. PruFAC=1,.l30 | L i NATI0258 3
SATOZNz1. 96 MATO0CSY i
MM, LACKSS MAT308a0
NR:ILAXZ® MATIN0EL 3
¥
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ssesestets——




IXXAX2]

C .
Ceeews PCAC  AND WRITT INITIAL DATA
c

<

Ceees s INPUT/CUTPUT BUMP 24TA

4

X XA]

[
.

vesee HEAD IN DATA FOR ZACH PUMP

TRFAD (MIN.IBG) INTIR.WICG,IBFGSeIALPICRIT

TIPCOST=2.

eeeer RZAC AN 4RITI PRIJULIM PROBLLM TITLE

OZAD (“INeI6I) (CCID2I=1pal)
ITZ (MOUTe370) (TUD)elziealy

RTA0 (YINgI83) MINIZOSTeMAXWMINGIEX IPUMP
RIAC IMIN332) MIRAGHMIMATSIFLIQIGeILAX

17 (MINCOSTeS5e1) #RITZ (MOUT41l635)
IF (MaYwMiNeZUal) LRITI (MOUTH990)

If {IC3efael) JRITI (MOUT,L1GCL)

[F (ICGefueledNlald®¥83eTGel) WRITZ (MOUTH1Z181)
IF CI-°0Sa2Gel) SRITE (MOYUTH1220)
IF CINTISLZ@eT) WA#ITT (MOUTH1IZ30)
IF (INTTR.23e2) wdlTE (MOUT4ileC)
IF (JalPeZiel) whlTE (MGUT1032)
FCAD (MINGIBI) AZaNJelOMINGIUMAXNGNEXCAVINGI NEMIRG S NPUMP yNVL ¢ NST o NC

ILASSeNEURTE

FEAD (YIN..O73) HPILAM.OPSPACE
120 10 Is14nS ’ :
EXCEVF(I)=2.
CONTINGE
30 27 [3l4hd
0C 2T J=i,yNQ
S SN S C I EM
NAP . MP (YY)
NPTR(T,d)
CONTINUE
30 30 J=142735
C(JI=0,.
50 3 I=lellC
T AMAT(IeJd=T.
ecery=2
coNTINGG
RZAD tMINeL0IT) B3%ANGTARATINYPIPE,SYPIPZPIPEY
NNIRY A Ge iMoo
IF (MINCO3T.S2..) 30 TO g
READ (FINoL827) (al(1)eI=NORMelNG)
WRITE (MOUTy12a.) C(IgwiL(I))y]2NNCRMel NG}
QIAD (YINGL3T 3 MXMOIToHMDIVMX,LIMBALSIMBAL
IF (NCLA354EGe ) JILASSSD
WPITE (%3 Tellal) NoeNJeIZMAXSIOMINGNG o NEMIRG 4 NNORMeNSCURCE s NEXZAY
LINPUMP o NVLONST R
SYITE (MOIToL175) s“AasIRATESNYPIPE4SVPIPE, PIPEM
IF (NOUMP.ZGe") GO 10 24

~

AT2D (¥INe1073) NY2UMP, SVPUMPyPUMPEFF 4POWCOSTyPUMPMIPCSIFF
WhITE (MOUTy1020)
WRITE (MOUT9llel) NYPUMP,SVPUMPPUMPEFF,POLCOSTyPUMPMyPCDIFF

dRITE (MOUTEL172)
20 97 Izl .NPUND

REAZ (MINeli.C) KePMLIK) ¢ MPMINCIK) ¢pHPMAX(K) oLPUCRITIK) 4PPUMP(K),y
1 HSTARTIK) ¢ PUMPF(X)

Margele2
MATO0053
MATId%6«
MAT3JCSS
MATC3263
MAFIGL a7
MATICCH8
MAT0CO49
MATOG37)
MATJ3CCT:
MATO0CT?2
MATOCSGTS
MATJLCT-
MaT3397S
MATJ337e
waTQC277?
MATICCTa
MATIC273
MAT),28¢
MATO2581
MATI3342
MATZ3582
MAT0328%
MATJCCBS
4ATOCC 36
MAT32237
MATOCC 48
MATZ2289
MATQA0C9S
MATOCCS]
MAT2C392
YAT0JC93
MATO00D294
MATO0209%
MATOL395
MATGCC97
MATO00398
MaTLS093
MATJ0123
MATIC:01
MATACICZ
MATIQ103
MATSO12%
MaATOG1ICS
“4aT3%103
MATOS1CT
MATICLQ8
MAT221232
MaTI01190
MATZIZ1:
MaT0C112
MATGL113
MATGCLL4
MATSC11S
MAT30115
MATIOLL17?
MAT032118
mMATOO119
MAT00120
maTyd121
MAT32122
MATCC123
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IF CNO 3Told RIAD (MIN,IBC) ((PCONCIJ) o LPCONCIJ)) 2 J=19NG) MATOGL24
IF (PPUMP(I) LT, Iel) PPUMP(I)=i, MATOC12%
REAT (MINyliol) ((LPUMP(I4J)s0PUMP(IJ)) ¢d=1yNG) “AT23126
RIAD (MIN¢123C) (PUMPHR(I ¢J)9d=1eNG) MAT30127
N L. WRITE (MOUT 911470 XePML{K)gMPMIN(K) sHPMAXLK) 3 LPUCRIT(K) +HSTART(MATIC]28
1 x) MATOC123
§3 CCNTINVE o . L MATOZ130
4 ¢ MaT02131
. Cewvee COMPUTI [ JADINS CONOITONS CATA | MATC3132
‘ c MATO0133
. M TS J=llNG . . [ I MATOC]3a
1 8BS 5C 1=14NPUMP MATOGLSS
. ARITES (MCUTWLI232) JsiobPUMP(I4JU) 4 IPUMP([yJ) s PUMPHR(I 4 J) MATS3135
; IF (LPUMP(IeJd)eiGal) GO TO 52 “aT3c:137
' IF (PPUMP(1145To1s) WRITE (MOULT,1133) PPUMP(T) MATC2132
i SNIPUMP(JISNGOUMD(J) et MATJIZ139
. 62 CONTIKOZ . . ) - i MATCDL14:
7T CONTINUE MATZ7141
, OUMACRTS((IRATI a( Lo+ lPATT )0 eNYFUMPY/((Loeol2ATZ) 0o NYPUMP=] ) )e(lo=SMATI2142
, LVPUMP)Y e IRATE e VPUMP MaTGlled
: c o i ) L ) wATIC1es
! Cewes o INITIAL DATA FOR LGOPID NITWORK MATS2143
[ L . R . _ . MATOC1en
8" RTAD (MIN,i211) P3TALIJALPHA ,UGMAXyGRATICY62ZMCOST yGZMPIR (MXFLCITMMATCS24T
IXLPIT B ) . ATl w2
) WRTTE (MCUTe1I27) MXFLOIT MXLPIT MATOCL1e9
' WRITE (MOUTe1222) ALPHALCOMAXyQRATIO MAT$213C
c MATSEL1SE
Cosess ADDITIONAL _EXTAVATION COST . _ . _ . ) MATOO1%2
4 MATCS1S3
IF (NIXCAV.EQ..) 37 T 15¢ o 4ATI0154
2C 90 L=l NEXCAV MET0C1SS
37 READ (“INy124.) LLeIXCAVF(LL) o “AT33156
[ MATSCLST
Ceesse VALVT LOCATIONS ¥aTCo158
c - “ATL01S9
122 IF (NYL.GTe0) S:a) (MINGIBS) (PVLII) o122 4NvL) MATCS169
< MATAC16L
Ceeeos ANNUAL CAPITAL RZIZOVIRY FACTOR COMPUTATION ¥aT3gle2
< MAT07143
STCACPFS(iRATE (146138 TEIeaNYPIPEN/((1.*IRATE) aeNYPIPE=L,) MAT3515%
PIPACAFZST0ACIFs(1.=SVPIPE)-TRATECSVPIPE MAT0OL3S
1€ ENST.E4.0) =0 70 129 MaT3IC1lé6
o ®ATQC137
CeeerelC5T FAR AZDITIINAL STORAGE SLEVATION MaTeCl1sd
< MATI215w
2280 (MINGL1237) ((LTCAST(I) ¢ STMAKIIIIIZ14NST) MATI2LT2
wRITE (MOUTy12:.) MATSS17L
00 117 I=1uNST “aT0Q0172
110 wOITT (MOUT 12650 T14STCOST(I)STMAXCT) “ar9917s$
125 CONTINUES ) MATOOL174
WwR1TE (MOuTe12/73) : "ATO3173
: i MatTg217s
Ceeese PIPE COST (BY Cia33) MATOCLTY
[ . MATC2178
DC 137 I=1,10Max MATOS1T79
20 137 J=1eNCLASS MATCI182
TAE(TeJdZlestetiestedd) MATCZ181
WRITZ (MOUT L2470 [,TAB(Id) - . MATI0182
135 CONTIALE AT30183
dRPITE (MOUTeL 42 “AT3I0184
4 MATGL185
+
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CeeweeNGLCE "aTA . MATOOLB6 !
c MAT00187 :
READ (XIN¢I8G) (STURCE(I)e1=14NSOQURCE) MAT3C188
00 147 IzieNJ MATZC:89
- RCAT (MINe123J1 XeTLVIKI 3 (ACKyLIsLR1eND) MATg 190 q
REAS (MIN9L3ZT) (PRIKeL) L1 4 ND) MAT3IC192
C WRITE (MDUTGI3121 KeZLVCR)Ie(PREKsL) oL =19 NG) aT30192
143 CONTINUE MATC2193
«RITE (MOLTel3:2) . . MATI0194
3G 1S: I=1eNJ %AT0019%
WRITE (MOUT.1337) IoC3CToLdal=loNg) _ _ ) “4arno13s
152 COMTINUE MAT20197
I€ (IFLQDI3eNZI 1) 50 TC 250 _ ¥ATO2198
[« MATO0195
Ceeees ZALCUUATE INITLAL TRID FLOw OISTRIBUTION MATGC23:
< MATOZ271
30 181 IsleNJ=i_ . vATOLZGL 1
33 162 JzieNu-l “ATS9233
ACledIZ4e _ ) MATZ22736
150 CONTINUL MATZC20S
LERNES S . . “ATOL236
x= o ’ MATIC207
¢ ‘ L “ar30293
Ceesve INDTY RW3 AJD SOLJTION VECTOR MATJ823Y
¢ . B e : MATAZZ10
T0CTITL IS1eNS MATQOD211
K=Ke1 . . i MATGO0212
JOLTE S MATI0213
179 CONTINLE i o MATSC214
c CoTm ’ - MATES215
Ceeess RIAMN IN ZOEFFICISNT MATRIX . B MAaTJ32:i6
C o MATOC217?
COREAD (MINe1352) ((IsACLsUIebsACLod))edSleNd=1]), MATCS216
7T 00 187 I=leNJ=l MATIL219 .
WRITE (MOUT,133C) ((IvdeACIedd)sdzloNU=1) ) warst22:2
162 CONTINUE . MaTIg221
¢ . . wATCI222
Cevere CUNVZIT HACK TJ PRIMARY LINK NOo MATI0223 3
C o } o MATQI22
0 152 KzleNu=1 - MATC322S
DC 137 JzisN2 _ L L nATI5228
CQUIINCK)Y e dE UK mat132227
QNYsgI =0, ) MATOC223
197 CORTINJE MATC 229
277 &FITE (MAUT,LI22) ) B o MATCI3232 :
0C 21 Tizlgew? waTy23l :
_ NOfamcily=zwoclae o ) MATIL222 S
B E344 MATSG233
[ o e o MATC D234 .
Ceeeee3E2TION DATA MLYCZ23¢ N
4 . T . MATCI236 :
READ (MIN9L3+3) PICICE) gALCI) oHW(I) e IDONCI) 4 IOX( ) 4ICLASS(]) MATOC237 f
) CIF CIFLODIGONZ.LLY RZAD (MINSL13TL) (GCIsL)etL=loNa) MATG0238 H
IF (JCLASS(I1.T2.3) ICLASS(I)=1 MATJ3239 :
21 CONTIwNUE o T, oL MATOG2e0
IF (MCRASHEG. ) GO TI 232 MATCI243
DC 22% I=1eNS _ . . . MATR3242
READ €3e1371) (2CLaL1yi=14NQ) MATOC243
223 CONTINUE o e . ... . MATIC2ee !
READ (9,11230) ¢CIINCLIWICXCL) $MIND(L) e MAXD(L) ) ohZ19NS) - MAT83245
237 35 2¢7 1=214NS . ; .. MATOZ24¢
IF (MCRASNLT4. ) MINOCIIZIOMIN MATO0247
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Cosees3ZLECTION IF AOMISIIBLE DIAMETERS FOR EACH PIPE

C

ann

(g Ng]

a2 XA)

(s NaKaXal

LA

252

13

weese FIXFD CInMET_R I8 LINK T

pisd

ois}

i

26

s Lo
esece TYPET OF PRESIURT CONSTRAINTS

NPT
NS©
NL T
LA

ply

3

IF (MCRASHMS ses) %8XD(I)=]IDMAX

IF (TONCIYeLT o ) MINOCIISIABSCICNCE))
IF (I0XCI)elTo2) MaXI(II21ABSCIDK(I))
IONCII=TARSCIDNCT))
IDKCIISIABSCINCINY
NO="

IF (I0XCI)eFiel) ICKXCI)ZIDMAX

IF (IOXCI)eNIIIN(I}2 GO 10 240
NO=2

NOlav(id=!

SRR ERSLTS ¢ I

GO T3 I,

CONTIN.Z ) B
00 23C JUsS1eNPOIaM

TCIeddIEFLIATCIONCI)I=DPSPACZ«(FLOAT(UI=10)

COnNTINUE
ICRCIVRINTCSCI NI TAYCID))

CONTINUL

277 1=zieN3
LPES(PIPECIN)=]

CONTINGT

eeves WAITT STITION DJATA 4ND SILECTIOD CIAMETERS FOR

287 I=1.N3
NC=NTIANCD)

MAT0)248
MATO G269
MAT00250
MAT092S1
MATQQ2S52
MATD02S3
MATEC254
MAT0G2SS
MaT302%56
MATQ02S7
MaT(C3258
MATO0259
MATOC260
MATDQ26!
4aT03252
MAT0Cl263
MATQ3264
METS5265
MATC 266
MATIS267
MATSC204
MATCI23%
MATCZC270
MATSZ27Y
MATCC2T2
MAT32273
MATJIC27
MATCG275
MATQ2276
MATS0277
MATO2278
MATCS279

WRITS (MOUT1332) I9PIPSCI)eAL(T) o~ CI) o IDNCI) o IOXCTI) 2 ICLASSCIINATOO242

sl loudyd=lyRD)

287 CINTINUE .
4RITI (MOUTeleo3)

29. I=1,N3

WRITE (MOUTL1413) [4PIPECI)+(C(I4L)oL=1eNQ?
TIvUE

Q="

Q=

="

Q=

e =LeNG

REA. (4INe+3.) NARIGILI oNSSIO(L)INQLEGIL)
NHSOSAMIQeNGHESIL )

IF (Lol ZeNNURM) NNAZIZNHIQ
NSZRENIZQenJLETLL)
NLISSNLIOeNILI(LY

LOa0T3L(1)=N5Te] :
NCOLINUPUMP (L) *NVL-NUSECKL) *NQLEU(L?
LI20COLIL*L)=L0A0CILCLI*NCOL
LOMVPTR(LIZLSAJCOLIL) *NQPUMP LL ) «NVL

WRITZ(MOUT423)0L,LOADCOL(L)

3828 TIAMAT(/e LOADCOLLeal2ged2ea,yI2)

320 CONTINUE
NPZQINYZOeNSIOsNL S

MATC 2281
MATSS282
MATOC2E3
MATCG28e
MATIL28%
MATIC23B
MarT332a7
MATGI288
%a795289
MATIZ292
“aATA0291
MAT).292
»MATCZ293
MATI229%
MATJ229S
MATCO295
MATGO297
MATI2233
MATO00299
MATSCXCC
MATO23CL
MATOCIG2
MATJG332
“ATOJ304
MATQO032S
MATSC30¢€
MATCC307
MAT20308
MATSC3CY
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50 317 I31eNMIgen3Id MATO0313

D0 311 K=143 MAT32311
IPNC L oKD= . maT3I0312
ISTORULsK)=2 MATOC312

31 SONTINUE o o . MATO2314
IMFQ(I) =] MAT3031S

IF (NQ.EG.1) G T3 337 _ . R MATJ0316

30 321 L=ZeN3 MATSO3L7
IMZSCL)SIMZ2(L=1) *NTHEQ(L=1) . MATZ22318
327 CONTINUE MATCQ319
337 IF (NSIQ.23e2) 30 TO 353 .. . warTgci2c
1SEIC1I=NHEGe] “aTg>321

IF (NG.EQe1) 30 T2 350 o MATIC322

J0 38 L=leN3 MaT32323

150 dCLISISIa(L=1) eNISEG(L=1) . MATIC 324
347 CONTINCE “aT90323
3SC IF (hLi7eZual) 50 TH W40 . . “aT3Gl26
TL.QCi) =NHIQeNSTae i “ar333z7

IF (NweSGeli) 30 TJ 3R . . MATGL3Z
o0 351 L=2wNG . MATI2329
ILTZL) SILL JCL=1) eNQLES(L=1) _ MATIGIIL

367 CONTINUE MATIZ3I3L
D0 377 L=14NG i . . mMATC3332
TOIF (NGREQIL)JEJ.T) IHEGC(L)=C MAT23333

IF (NQ3Z2QCL).E£Q@.2) ISEACLIZT . _ vaT:233e

IF (NG.ZQ(LY«E2.22 [LEQ(L)=D v¥aAT22335

370 CONTINUE . MAT0D336
335 WRITE (MOUT4997) NPZJeNHEQINSIIINLEQ MATZ3337
c ] B o X vMATI338
CeewaeCTMRLTT [IZE OF TWZ CITEFICITNT MATRIX MaTGo339
4 . . L . MATJ: 340
LINCCLI122L0ADCOL(NA*L) MATCC 36
30 397 I=1eNS . . X MATIG 362
LINCOLCI#1) 2L INCOLCT)SNCTIANCT) MATCZ363

327 CONTIAUE i D, o MATGC 340
NOCVARSSLINCOL(NS) «NDTAMINS) MATCO34%
IF (MAAWMIN.E2.1) NOVARSSNGYARSONIMERG i UAT2I34¢
NBURD #=NPZ ieleN3 MATL 347
IF (NSTe53Te0) HITROWINAUROw*L = . MATOD345
IF (NPUMP.ZG4d) GO TO 430 MaTOC 365
c R } B A . MATGS

Cesnes COMPUTE MIN AND "aX 4SAD AND INITIAL PUMP COSTS MATCC ¥5:
o MATO3S2
00 310 Izl NPUMP “aTH{353
PRLIIIZLRET(PMLITY) . »ATC2254
00 4{% JSleNG MLTIC3SS
HMINCIydd=.0 o 3 . MATOC335
HVMAA (L 4J)=9993. MATLJ257
HMINCI ) 23200047 MINCI )0 PUMPF (1) «PPUMP(I)/ (SATCEN® Q(PML(I) 4UMAT2C 356
1 YeQPIMP( 14D ) MATIC 355

IF (HPMANCI)I.GT.303Cs) GO TC oC2 MATQC3s?2
H'Al(!‘Jl-550.-HPHAl(()-OunPF(XlcPDuMP(l)/(dAYD;N-Q(?HL(I)oJHATO 38l
1 YeCOPUMPCLy WYY _ . . MAT2C35¢
LE 4 CONTINJE MATO2363
IF (MPMIN(I).LT.1.3_60_TO 410 ___ . . MATOO 364
KSLPUCHIT(I) MAT3 3365
PUICOSTZPUMCISTIGIOMLI(T) ¢K) s uPUMP (I 4K)/PPUMP (L) s HMINCIK) )« PUMAMATOC 365
1 CREePPUMP(T) MATOS367
9HC:ST:°PuHP(X)-DUNPn-nPnlN(l)oaPunP(I.K) . MATO2368
CIZT=PPUNP( )., 7.50HP"IN(I)OPObCOST-PUHPNﬂ(I K1+ @PUMPL1eK) MATIC3S9
uanE (MOUT+1932) [oK9PULCOST4ZCOSToPMCOST MATIO037Q
TIPCOST=TIPCOSTePUICOSToPMCOSToCCOST MATOC3TL

e e or T e
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C
C
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_41; CONTINUE R - MATIZ 372
MATOJ3373

ewses COMPUTE PUMPIOST COEFFICIINTS FOR BUDGET ROW . MATC237e
MATO0337S

00 822 T=LeNPUMP_ . MATO0376
JELPUCRITC(I? MATO0J377

IF (LPUMP(I,J).EQ.0) GO TO 820 . MAT00378
KKZLGAJCOL(J) *LPUMP( ] sd)=1 MaATI3373
“AT00389

emeee COMPUTE CAPITALMAINTINANCE +AND INZRGY CQEFFICIENTS MATO0 381
. . o i . MATD0382
PUCIEF(I)=PPUMP (L) *2UMCOST(A(PYL(I) ¢ J)eQPUMP(I4J)9HMSTART( 1)) =PUMATITIE3

% MECEE/USTAT(]Y MAT0J 33«

IF (MCRASHeZ se.) RTAC (A913703) PUCOEF(D) MATO23385
PWIIGTzOP MO () ePYMP M AT IENSGIPML(]) 9 J) wQPUMPIT,4u)/(S50,. ePLMPFMATIC 18

Z (S8 B MATIC387
HPZIMCIST/P IuPY B . waT3Illi8s
TI0STZ. T8ne? 3wl TePUMPHR (I yu) e rP MiT31389

AMAT (NSUROw s KKDIZPYUZOES (1) +PMLOST«ECOST 44732397

WRITS (vOUT.1832) LWPUCOZF(I)PMCOSTHICOST MAT25391

427 JONTINCE L . R waT38592
€30 WRITE (M2 UTeiw27) ¥ATIO3ISS
IF (NHEZ.3TeJd) wRITI (MOUT,1432) R MATOC 394

[=- MAT33373
Lovez: L o 4MATIC 396
oup=1 MATJ0357
NOC1Y =] X MaTIJ 398

447 IF (I0UPeiue?) LPTRZLPTReNO(LPTRI®L MATJ0399
ACAD (MINg 3801 (TYS,[IUPNSTARGKFINISoNLGRy [PMy ]SS MATR540C

IF (ITYPLZG93%33) GO TO 60l B MATO004C]

IF (IAGZ(ITYPY. 3e1) NRIF(NFINISeNLQA)I=NSTAR MATSC4lQ

IF (IDUPLNELZ) 50 TO #A9 : MATJQ403

R MATQCA0S

esawe NIN-CJIPLICATEM=40 PATH CONSTRAINT MATOG405
. . MATQ0408

QEAS (MING 3803 NO(LPTR) - ’ MATQQ4C?
NaLPTReNO(LPTRY) MATIS4CE
RZAD (MINy98%) (HI(K)+K=LPTRel 4N} MATICA09

20 5. A=LPTRel+N MATOCALS
NOCK) S REFCLA33INOIK)I)IONO(K)I/TAYSINOIK)) MATCCall

«s T CONTINUE A . MATJO812
I[# (IASSIITYP)Y.ZGel) NPTRUNFINISeNLOAISITYPeLPTR MaTOO0S8L

IF C(IA9SCITYP)GNCWL) GO TC «72 MATI34 18
NOTA(NTINT 5o NLIAISITYPOLPTR MAT 22413

IF ([T PelTe-eaNTe{PMa5Tel) READ (MIN¢9B0O) MATJO&15

IF (TTPPuLTededN5elS5Se3Tal) RERAD (MIN.980) waTyCel?

I (MZXWM[NaZueleANDeNMLOGGTNAORY) GO TO «7C MATICN13
mETGMTSELVINSTAN ) =ZLVC(NFINIS)I~PR(NFINIS¢eNLOA) MATOC«13

IF (HSIGHT.GEeL ) GO T0 470 MATOCSN2D

D0 447 X=LPTRe, N MATQ0421
NO(K)=-~0(X) . MATODJ422

4=C CONTINUE MAT3S423
472 IF ([TYP,ZQe=~1) GQ TQ asg - MATOC A28
N1zLPTRel ¥LT0Je25
22LPTReNIC(LPTR) . MATO0425

GO TO #39 MATQ2427
MATOO®28

veers REFEFINCE SAMI nCAD 2ATH AS IN LOADING IDUP MAT0)e29
L — . MATO3+30

W8S IF (TA2SCITYPILNZLI) 53 TG &9¢C MATOG43L
NPTR(MEINI SoNLIAIZITYPTABSINPTRINFINIS, [DUPY) MATOO0632

IF (1TYP . Te2+ANDIPM.5T,)) READ (MIN+98S) MATOC433
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IF CITYP.LTeGoAND.I533.5370) REAL (MIN383) MATGOw3e

IF (ITYP.Z3e=1) G2 TQ &4t MATBC33
 NIZIASCINPTR(NFINISNLOA) )] MATC 436
N2=N1eNOCTABS(NPTRU(NFINISsNLOA) ) =i MATOCA37

c o o L . B i _ MAT0O04 38
Ceesae ENFORCED PATH CINSTRAINTS MAT15439
c o o H4AT20e42
Tagser=rer MATO0 341
IF (I12UP.Zdel) PPTR(I)ZLPTReITYP/IABS(ITYP) MATS0442

IF (10UP.ZJel) GO TO 500 WAT0O443
[F_(ITYP.Zuel) PPTRUIIZNPTR(NFINISINLOA) ) MATICeas

T T IR TUITYPLNEL1) PPTR(II=IAGBS(PPTRUINHEQe(IABSCITYP)I=C2) eNnJEQeIDUP) ) #IMATIZINE
1TYP/TABSCITYD) . _ R MATI%445
NIZTAKS(PPTR([) )l “wATGQ347
NZ21irS(PPTRC(III«NICIASSL(PPTRAIY )Y MATSOR 4R

SCT IF (IASSCITYPILZ3.3) 50 TG s1¢ MATO 869
NSTART(I)=NSTAR B . MATO245:
NFINTS=(1)=NFINIS -7 MATI245%

§12 NLCAJC(1)=NLOA , . MAT23432

) TIF (TeZGe(NHEQPNSEAe1)) WRITE (MOUT41470) MATC3433
IF (1eCSe(NAEQ*L) oANDLNSEILGTLC) WRITE (MOUT,1480) MATSO454

4 - MAETSC453
TeesesCONSTRAINT OATAW INCLULING THE SEGUENCE OF PIPES MATCCeS6
<7 - T - o7 MATZ3457
IGI=NLSACE) MATGC eS8

JRITE (MOUTy1357) YSTART(ID¢NFINISHCIDI o IQL.{(NOCJIyJ3INLWIND) MAT0J459
Helr=C. . ~ MATOT450

IF (LA3SCLTYPI.I2,.3) ©d ¥O 950 MRTOJ361
HCORO(II=], R o _ B MATO0462

TTT T OTIF (IPv.LI.0) 50 TO3IR - ) MATCCA6S
¢ . i - . MAT20469
Cessee B7AD THE PUMPS aNS RIAL VALVES IN THE CONSTRAINT MAT0C46S
c . ) o e MATOCAE4
RAEAD (PIY,F83) (I28CTed)edZlyIPM) MATGCan7

WFITE (MOUTe1352) CIPNCIVJ), WIPMY R MATJCA63

750 %27 JslIPM o MATIC859
K=TA3SCIPNCLy )Y . L MaT23a72

) 1SNz IPNCI s /X . MATCO4T
NCOIRC[IZMTORARCII=FLOATCISN) e HMINIK 9 IGD) MATC G472

§2: CONTINGE uwat:®si73

§3¢ CoNTINGT .
IF (155.54.0) 63 TO 56°
C
CeeeseSTORASE APPEAALING [N THE CONSTRLINT
¢
RTLD (YINe78C) (I3TORCIedIgu3le183)
wPITE (MOUT¢1312) (ISTOR(IsudeyzlelSS)  _
say CONTINUE
CoesseCCMPUTATIIN 36 THI Rerde3e OF THZ CONSTRAINIS

/

\

BCIIZTLVINGTARI(III=ELVANFINISH(I) ) eMCORR(T)I=PRINFINISHITI,LIQAD)

[F (MAYUMINGZUoLeANDNLOAD(I)6TANNORM) BCIIZSCI)*PRINFINISH(I) o fi

D
550 00 %ol JsSNleN2 _ _ . ___ o .
L=IARS(NO(JI)
SNZELOATINGLJI/L) . R R )
1IF (AB3COCLI1QI1)e3TeleE~=T) SNZSNeQ(LIGII/ABSCO(LIIGT))
_KIsuLINCOLCLY e e e . _
K23K3eNJIAMCL)~L '
LLsl

©

MATZZ47s
MATGCATS
MAT23475
MATS3477
MATOC4?»
MaTGi+79
MATL(e8”
MATO0481
MATOG#82
MATOC 483
MATCCe84
MATS0a85
MATOS 486
MAT20487
MAT0OQ48S
wATII489
MATOG049C
MATCOe91
MATGO492
MATO0A9
MATJ049%
MATS 0693
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C
c

G a

[SEEXs)

a O

[SEARL]

<

,
<

eeweeP[Ef VARIAZLES

70 S6° K=xX1leKI
LL=LL+l
 OAMATOI.K)=TGRADLCABSC(CGILSIQII IO (L LL) yHW (L) I SN
967 CONTINLE
[F (IP%.f4e0.A%0.1TYP,.2G.1) GO TO 582
IF (1O, E5.0.ANC.[A3S(ITYP)GTa)) GO TO SBC

ees e s PUMPS AND VALVES ILIMINTS

C 877 Jdsl.lP™
K= I NCTodd
XX=z1Aa85(xK)
IF (LPUMPIXX 4 [3T)475.0) GO TC 579
KKx 2 GAUCOLEIIT)I+L2UMP(KK L aT) -2
AMAT (T +nKK)ZK/XKL

$77 CONTINUD

[§]

eeena TOMNY yaL IS

S8, IF (I1TYP.Zgeid) € TO 3933
AKKELTIVYPTR(IL D)
AMIT( eKKK)==]0u.
CIKKK)TPENFAL N
IF (ITYP Ted) Z(KKK)IZTe
LOMYPTR(I41)ILIMVOPTR(ISI) !
SIT IF (T35.E30) o3 7O ai3d

eeve s STORANT TLIMENTS

20 6I° J=l.IS53
K2IZTORLL s d)
XK=1835(K)
AMAT ([ ¢XK)TeK/KK .
AMAT(NSJRO4IKKIZSTCACRFeSTCOST(I)
521 CINTINLE

wease CHECKING NISATIVI BCIIFOK PUMPS/STORAGES/HEAD JAINS
81 IF {B(T)auie.ed 30 TO &5C
20 €17 J=1eNQvAKS
022 If (A%iT({sd)ella’e) 50 TO 635
WRITI (MCLTeloll) NSTAZTOIIGNFINISHOD) o) I
Tver; sz
PRI TR ERTIS § Tt 5 T

we ATLAT(leu)z=AMAT (] yJ)
d¢idzeb(})
I (UTYP,Zdel) 00 10 aag
IRCETY= '
NYTLACCzH®,L 42K}
AMLITUT W NOVARSeyMILALKY 221

esece 430 POSITIVE LATX VILUES FOR RELANTD LOOP/SQURCE CQUATIONS

437 IF (PPTA(lreTel) 5. TO ea¢
NETLARNZ N ARl
AMETC] NIVARSNMSLACKeNIELAX IS L L
3C 10 sz

65. «RITT (MOUTeill2) (LueNI(JIIedz]lLPTR)
ST 6T (=leNd
IT 677 431 NG

419

MATOG496
MATOO0437
MATIC498
MATI0499
“ATASS00
MATOCSSL
“atTd0502
MATOCSS3
MATJ250%
MATG2S05
MATI0506
MAT30507
MATCC2S508
“ATQLCS09
MATO3S::C
MATI0S:l
MATCO31Z
“AT30SL3
MAT33S1s
MATG2S15
MAT3C31%
MATI0SL7Y
MaT0CS518
“AT3I519
MATOC523
MAT30521
MATG3522
MATI(S523
MATOC324
MATQ2352%
MaTH232a
MATG2327
MATC 2528
MATL2329
MAT0233C
MaT03531
MATGO532
MAT33S33
MAT 22536
MATS233¢
MavT32536
vaT:co37
MaT20523
MATC2539
MATLO9s,
MAT2Q%el
MaT 356l
MATOC3543
MATJIJ544
MAT27%545
MATC3545
MATOCSAT
MAT2C548
MATZ 2549
MAT)CS50
MAT32551
MATJ35S52
MATJCSS3
MATO25%4
MATDJ3S3SS
MaTJ0S55
MATIOS57

B Y R T

BN Y
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v IF (NRIF{[eddellel) NREF({IeJIZSNRIFII 1) MAT02558
672 CCNTINJE “aATICS55%
20 68" J3LeNJ MATOC563
WRITE (MOUT41343) (CLaJeNPTRCIZUI DI 9IS oNU) MATCCS61
69" CINTINLI. L. - - . . “arc:562
ARUTE (MOUT41333) (CI4PPTREINDI$IZ1WNPED) MATOCS63
TF (INTIR.ZIQ.7) GO TO 782 B _ LTS SLLTYY
' : #4708 1505
Cewews COMPUTE [NTZIACTION RETJEEN LOOP AND PRESSURE ZGUATIONS MATI2S66
< . MAT33567
CaLL S2COWD (STATIME) . “aAfdLSe3
: LPTR= MaT20569
Kz B vaf32572
O 7T JUTLONG MATGISTL
02 727 ISIoZatI)GILINCUIeNOLIGlW) -1 MAT30372
TLPTR(L-NHII=NIED) =L MAT22573
Neowsg MATICSTA
AT 710 Kzl eNJIHES(JIeNJeNTLES () vAFSISTS
IF (KeLZeNIMIALUI) NISTABS(PRPTRIINMEI(IIeK=1)) “a133372
[7 (Ke3TeNGMII(JY e ANDeKalEaNGHII(JI*hue AND NP TR(K=NGHEI(YMATO2STT
1 Yeddasza™) $O 10 718 ) mMarTgc37e
IF (Ra3TaNGHT ICJII e AND KoL EaNGHEQLJ I *NY) NL1=2TA3SINPTR(X=-NJMATIOST73
1 4230 e d M) ) “aT5258¢C
: IF (KeaToNGHLI(JI*ND) N1=TAdS(PPTR(ILEQ(UI*(K=NCHEQ(J)=NJMATICI8L
' : 1e12) i B “aTI2582
! IF (RedTaNIHII(IIONUeANDL 1 EG. ILEQUII *K=NONEQIJI=NY=1) 3OMITCIS83
L 70 Tic . . o wATIC58a
NoINKEC “aTZz38¢
) 30 TIY LTIAdS(PPTRIINI+1,Ja3S(PPTR(IIICNOCIABSIPPTS (1)) MaTIL586
! o 20 53 uzyleloNLeNOUINL) var:2337
1 ) IF (LAB3(NOCL))oNELIAB3(NO(M)I) GO TJ 69¢ MaT32583
a NLINKSKLINKeL MaTO03583
' o LSOM(KI*NLINK=L) S(NOCL) /NO(M)) «TABSIND(L)) MAT3CS92
53¢ . TINTINYT MAT2%391
. o CONTIvSE B _ o MATICS92
} S 1 IN®.E£Qe3) 50 TO T1: MATIZS53
' NCOMzRLOMe ! i MATZCS594
| LTOM(R I IKe IRICUI=1 Mafd2393
] IF (neGTeNIHII(U) sAND Ko LT o NGHESC(JI*NY) LCOMIKL)IZ=(~NQMIMATII39S
: i wargs3=t
i '"H‘-’HJ)ON«)VLC?N(K'.)=K-‘.‘QI~E(A(J)-NJ.ILE’)(J)-I MATCT 3533
( LIOM(K L) =RLINY “ATUIS3IY
L ! ClzKleNLINKe2 MaTZ259°2
i Tl ConLTINUL MatC 50t
' IF (4C2%ei%e ) 50 TC 126 4afsCad2
TIPTR(I-wHE3-NSI3)ILP IR “aAT29503
LIOM(LPT=ISHNIIM MATOZHON
LETREKY ’ MATICHIS
¥1ZL2TRe . o R MAT20538
720 CoNTINGD uATIGE2T
73" ConTinie i MATOC808
CALL 3ICCMY (INITIVE) “aTz0623
STATIMIZENITIwI=STATINME . . . MATI06LS
WwHITE (MCJUTe13,2) STATIME MAT3C611
c . o . . wAT30512
c s SHITI(MIUT 484 (CIGESPTRETII )9 I21oNLES) MATZC613
o $2UA SERMAT(LIZ4E JPTR(*e]290)20,]13)) _ nmaToCsle
c s RRTTZ(MIUT 8 351 CCToLCONMCTID )T viPTR) MATOCS13
< $9c6 FIAMATLLSC LT Maollyn)=0yI3)) . . MATIC616
o MaTI3s17
742 NPZON=T MATOO0618
IF (NPUMP,I3,.) GO TO 747 MaTCc6i3d

'
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NPCONTVBURIWSNST

00 777 Jzl NG | L
IF (NIPUMP(J).22343) GO TO T7:
C 730 Iz1sNPUMD

3 FIR CONSTRAINT

IF (LPUMP(IsJdeloal) GO0 1O T6° .
1F (NGell41eAND.mPYAX(]) 5T,9200.) GG TO 7620
TEOCPUIRITCINSNTadY GO TO TS

IS (APMAK([1a3T.300C.) GO TO 75¢

o WD J3DTA J0UNI e CIITICAL LOAZING
TNPCOWENPIINeL T -
(2L Ia0CIL(JI*LPUNP (] )=
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MATO0L2D
MATIO0621
MATOG622
MAT00623
MATCCE24
MATI352S
MAT0I526
“aTJ0327
MATC 628
MATO9629
MATCCS3C
4aTQ253:
MATSCA32
MATIC633
MAT2063e
MATZ D332
MATO2536
MAT CE37
“aT306le

AMATINPIINGRISWATIENAGIPML(I) o) e GPUMP ) ePPUMB(])/ (S50 ePMAT 037

1 FLLLES S P
AENPCOIND) ZAPMAXCI ) =HPMINC])
I (ATINCTedIeELet) 5D TO T2

» LOGICHL HZAD JPPI: oDUND LONSTHRAINT

NOCINSNPZINeL
LSRR TRTLIN TR NT LY S I
CTILIASIIL(LOPTONCLeu) IS LPUMP(PIONI T U)o LPIONIT Y1) -]
T AWLTINPCINIKLY ”
BMAT(NPIOWeK2) 210l
“(NPTONI .
TONTINuUC
CONTINGG
NPCONZ PEON=NAUNGA=NST

o CCMPUTI RAMS -3« “ARIMUYM STORAGE =EI5mT

IF (WiTeEa69) 53 T3 320
SC 75T Js1aeNST
BCN3TrROWed=  }25TMANCY)
AMITINSTRDwU=Lod )]
CONTINLT

e ALC vINImgm Iy 1ALANCI CONSTARIINTS SOR RELAXED LOOP ZQUATICNS

IF (v27L8x.Eae ) 30 T3 337

KKINPE SeNSeNSTeNPTUNS

T=NMESGs LyNP LG

1€ (POT4A(])euTal) 53 TO B2

KK=KKs

OC «I7 J=lehy
1F (LeoToilI30(U) e AND eI JILIGUUISNGLEC (Y=L
IF ({eGEtallZ3CUleANDelalELISTA(UI*NCSEQC(UI=1)

~r
[
< C

MAT3Co4l
MAT s
MLTS 2062
MATIlo8d
MAT2ZS56
MATJ 2342
MATQCoes
MAT)Jse?
wATJo48
MATIC563
NATOTHS:
MATSC6S:
MAT236S2
MAT326S52
MATCY654
MATGCSS5%
MAT2 2655
M2TOC357
MAT3Ce5Y
MATI3653
MATDC S
"aTClanl
MATL 2092
MATZZ5%0)
MATCIoas
MaT326843
MaTIT56%
MaiTOZ2e7
MATITa6%
MAT > o003
MATIISTC
wAT2Ce7!
“allle72
wAT22873

CONTINUE i B MATIC574
KzLOADCI (LI o NwPUMP (L) *NQSEQ(L)*I=TLEG(L) MATI:67%
IF (IebCeNMLPoNIT3E) KZLUADCOLIL)I*NGPUMP(L) «I-IREQ(L) MATI267e
APAT(XKK oK) 31a? wATCu6T?
AMELT (NN JNDw ot SONUSLACKSKKIZ1,.$ o MATI n78
BeX< )= L IM3AL uATI2679
[F (letlZeNML#N5323) BIKK)IZSIMBAL AT 2adl
CONTINUE “aT3358!
e A S > S

e — e M_;_,__ﬂ,<-4
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< MAT00s82
Coeeee COMPYTT 5122 IF COTZFFICICNT MATRIX MATJ0683 r
C MATI0684
237 NMEQWITAPL 2o N e N5ToNPCNINe Lo NRELAX MATCJ68S
NMCOL3SNDJARS*NGLACKONMROaS*NRELAX MeT0C485
NPSLACN SN =M L ACK®L,PCINeNSTeleNRELAX MATOC687
NARTNMGLACK e oL GoNSI J-NRELAX MATG 2688
WRITE (MOUTeLl377) OVARSONPSLACKeN®ILACK NART ¢ NMEGsNSE3eNLES WNSINSVYAT SadY
1T eNPCOINGNRZLAX ¢ NMRTQ 34 NMCILS MaTZ157C
z MATI0691
Cooaee3TITION LINGTH  CINSTRAINTS - R . MATI3692
c MaT03693
[r=Nesn . MATC2694
JC 8BS I=. NS MATSC695
IC=12LAZS() i MAT30596
1=l1lel MATI3397
JIZLINCOLCD 7 L . MAT3Z69s
SELINCLL D) eNIIANMI ) =) “AT02593
L=" . . MAT2270C
00 =<4 JzJdlig2 MATC2T701!
LsLel . ~ . “AT3C0702
AvMaT(lisnd=l, MATIST70S
1322C1s0) . i . “ATO2T34
- LMAT (NBURODWJ)IZPTPACRF o (TAHUIDGICISEXCAVF([))+PIPCeF  DAT(IOMATECTSS
1 173233, a o MATICT736
847 CONTINCL MATSOTG?
8(I1)=aL . . maTOS?708
T 852 COSNTINGE MATICTZ9
NPSLACKSNMOLACKeNFILAX o MATI0710
C MATQST7LL
CoeeeenUILIING THE TOLFTICLINT MATRIXN . MATIZT12
< MATC3ITL3
0 817 TI=14NMROWS L . MATOC 716
JEINUVARSONMS_ACK] MAT237:5
IF CIBC(IN.E3el) CCU)I=PINFAC L MAT32T16
IsCc =y MATCO717
AMLZT (T, d) 1, MAT(CT1e
IF (TeuTeh ed) el LT.ANBUROW) C(JIIPENFAL MATCIT719
15 (1.5T.NPZIG) GO TQ 897 _ MATQOT2C
48 COANTINGT “4aTQC721
TCNDVER ST iel ) . . MATGL722
S(NBL<3N13 . T MATC2723
AMITISSURS e LINCOLENSY-NDIAMINS) )z~1,0 MATOZT724
I€ (wava¥idaXNiald 30 TC A5 MATOCT2S
Z MATCO72s
ceeeas TOMP TD JuJUITIvL FUNCTION CCLFFICIENTSKRILATED MATRIN CLENENTS MATS2727
z MATZC7248
2T BT J=NNORMel 4 ) MATCCT729
Clt "dA3=NJeu) ==wi (S} /PSCALE o . MATO2733
BT CONTIN MATI2T3L
TOUINITULANG oD [AMCIS) ) =PENFAC . MAT30732
2UNBLAOKIZ3MAX-T[3CI3T MATO00733
LT 997 IzleNnT, o o R i MATOC?34
Tu 837 USNORMe | N MATO0735 .
IF (NLOAD(1)4EQed) AMATCIWNOVARS=NGeJ)I=1eC .. MATO00735% R
34, CCNTINLE . MATICT37 .
H o MAT0O0733 .
Ceesee PIESSURE ZQUATION 3CALING MATOO0TIS E
c . ~ . e e e . _ . MATOCTAL !
A9, N0 92, 121.NPI, MATOQ 743 -~
8(T)2P3CALI3( ) MATOOTe2 2
0C 907 J=LINCILCL) WL INCOLUINS)IeNDIAM(NS )~ MATOCTe3
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AMAT (I vJISPLTALIeAMAT(Lou) MATOOTAS
3f7 JCNTINuD MATOC74S
C : L L MATIGTae
Ceeeen STORLSI AND PUMP -CALING MATGOTAT
c o o ) L . MATOCT48
IF (NST.C340eawUaNPLONSES.) GO TO 92¢C MRTICT49
3C 91 [=N3URJwe [ NMROJS . i MATZ2792
BUTYZPSCALT «8(]) MATICT7SL
913 CONTINUE . ) MATSCTS2
927 2C 931 Jsl.LINCIL(ID) -l MATOC 792
' AMLT(NGUROwe JI SAVATINOURDw J)/PSCALT . . MATCC 754
: 932 CONTINGE MATOC755
I (1veT, 3630 33 1D 35¢ N AT 756
W ITT (YCUTyi327) ((1eBCI)Dol=]oNMROWS) MATOCT757
WFTTT (MOUTy12:2) ((JellJ)IoJ=IyNMCCLS) MAT35798
D296 [Tl yNMRILS MATI3T732
OU9&” J=i.NMIOLS . - . MAT3CTel
IF (ARS(AMA (I vUddeaTeleE=7) WRITE /MAUT41:l0) 10JeAMAT(Iau) MAT2 760
: 4 ZoNTINCE i ¥aATJ3T52
SALL INIT MAT32753
' S5 COMTYINCE MAT22764
' RETURN MATES 76
c . o “aT3375%
3ul FCPMAT (25A8472244) MATICTsT
; GTIT FOOMAT (IhelHleiSC/) 9l SN alTA8Z(/) 410X e2T849/5Ke02(1H2Y///) MATI2753
! 937 FCAMEZT (lulS5) MAT02TS9
. 95T FLEMAT (4on MAXIMIZE WEISHTED SUM OF MINIMUM HMIZAD NOODES OVERHIM TMATOLT7TC
LMZRGENCY LOAJ[WGS SUBJ_CT TQ MAxIMUM BUDGET LIVELS) “4av3C77!
' 1227 FOPMAT (Ser CUNJUGATE GRADIENT USED IN COMPUTING JIRECTICN VICTORIMATOICTYZ
! L1212 FOAMAT (35M NioATI E oRASIENT USED IN COMPUTING JIRECTION VECTOR)Y MATIITTD
i 1222 FLIMAT (A4TH g°,3 MITHOY USE0 IN COMPUTING JIRECLTION VEZTIR) MATIZ77s
& 1037 FORMAT (29M Nu INTZACTION BETWCIN PATHS) MATCCT7S
' 1767 FOSMAT (8TH INTIRACTION BITWIZN PATHMS COMPUTED I GRADIENT) MATSGTTe
t 1850 FO2MAT (21w SI5% IF LOOP TERMS IN GRADIENT COMPUTATION IGNORED) MATQCITTT
1267 FO~MAY (//sTor “INIMIZT COUIVALENT UNIFORM ANNUAL CIST OF MATI3773
1 SISTRIZUTION SYSTIM o/ 490 SUBJEZCT TQ MINIMUM PERFIRMANCE MAT2IT7S
2 CTdCL3 AT 3ELJ2TC0 NOJES ON ZACH LOADING CONZITION MATGC7AC
187, FO=MaT (I5512-5.20) MATO3781
1237 FOEM2T (202 _220 N32eI2427H OBJECTIVE FUNCTION wiIGHTZ4F5.3)) MATOQTA2
1092 FOOMAT (FlleleFleatel5e2F5.0) MAT2C2753
11797 FI¥MAT (iXxa301«} . MATOGT794
1137 FOWMAT (1Re/2%4400M GINIRAL [DATA«/25Xs13(1M2)e/Sx943M NUMBCR GF MATOCT78S
{ 1 STCTIONS 2183 /SX A0 LHM=)/5Xe43IN NUMBEP OF MATOCT74d5
INSTES 2[99 /7SXs6C(LH=)/SAy& 2 GRSATIST DIAMATL 787
| IMTTER ALLOWIO LENIW) eIV /SAe (1= /SNet 3 SMALLIST J]AMIMATC 2765
2719 ALLOwly CINSH) vI04/5%X 9630 1H=)/BAe83M NUMSER JF DIFMAT 2759
! SELSENT  FLOd JISTPLCITIONS 184/ Sxe50(2M=)/8Xs61n KUMEIR OF EVIRGIMATIC751
. ANCY L ATING CONCITIONS  wTae/SXe€0(1M=)/5Xy #4310 NUMBER CF MORMAL LOMATICT79L
, TATING TONZITION. 9140/ %%X 900 1N=)/5Xe20 NOe OF SCURCE NODEIS,MATIZ?32
ATa oSN 2 (1M=) /309 55M 0o OF LINKS w/HISH ZXCAVATION COSTe3XeI5/5X4MATCST79)
96 (IM=)/Sn. 83 MUMAIR  OF  PUMPS eI/ SRIEMATRITYS
2ICIM=)/S5Xsa3M SUMER  IF  VALVES sl s/HNeOLMATOCTRS
#{ire)/Sxpe 3 yu¥8 3 IF  STORAGES 2183 /5%e)  MATIITSE
1127 FOLMAT (/3ae33n ANNUAL TOTAL BYDGET sFLl04C e/ SXy5MATIOT97
SCCM=1/SXeedH [NTZREST RATE 1F5429/5X¢63(NATCD 798
2im=)/ves.H PIPZ LIFE IN YCZARS s 183 /3X460C 1 H=INATSGTI9
3/%Xqu = ITOE SALJAGE VALUZ RATIO WF8a2/8%,£5C1 M=) /SXMATII800
SeMH OTPILING MAINTENANCE COST(S/IN/MILE/YRFS.1) MATQOGSQL
1130 FORMET (/2IXelld OUMPS JATR /25Xl 2C01INZ)) MATO08C2
1147 FGAIMA™ (/eaQUiM=)/3Xy28n PUMP LIFE IN YEARS o1Se/SNe62C(IN-MATIIH03
SI/SXe0"H PUMP SALVAGE VALUE RATIQ $ERe2/75X 60 L=2/5MATO0400
239 33M 2UMPMITUR CIMBINED SFFICIENCY 4 FSelo/9Neb3CiMm)/SX 30 ELIMATICB0S
|
1
1
_] . o a-«n";‘?-:;:'vw».—-—w-'»uu«u
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SCTIITITY CZIST(3/Ka=rR) sFS5.2975X960(1IH=)/5Xs35H PUMP MAINTIMAT(OLA06

ANAMCE SCST(S/AP/YR) $FS5ele/5Xs5001H=)/5Xe39¢ ALLOWABLL EST/ACTMATI0837
SUBL CC3T % DIFFERINCEZWFS424/%5X) . MaTG2808
1157 FOGOMAT (213+42F3,341543F5a2) MAT00809
1157 FORMAT (1:(19eF3430) . ) . MATJ331C
117¢ FORMAT (43H PUMP NO. LOCATION "WPMIN HPMAX C/LOAD HITART) MAT3I811
1162 FOPMAT (2(2Koel3)e2C¢0XsF5. 090X I3eFea0) MATQD812
1137 FCR™AT (1am PUMP ZOMPISED OF »F2.Cl4184 PUMPS IN PRRALLEL) MATQCAL3d
1257 FORMAT (9n LOAD NlesI2+9% PUMP NOoyI2414H LOAD PUMP NOeoIZe7H GPUMMATTZS16
12 sF7.4417~4 IPZAATING HOURS +F8.2) MATZ20815S
1210 FOAMA® (6F3404215) _ ; , B MATOJs16
1227 FORMAT (a2W MAXI%UM N3. OF FLCW JTZRATIONS/NETSORK o134/442H MAXMATIC8L7
1I%L™ N2, JF LP [TZATIINS/FLOW 132 MAT0I818
1232 FIRMAT (33~ INTTIAL 3TIP SIZE(GAM) TeFSale/v3l4 MINIMUM ALLO&MATIO313
LAULE STIO{2E z4Fl.le/ 9409 RATIO FOR MINIMUM FLO CHANGEZ.FS.1) MATS 82
1280 FOIMLT (15,7F, 2.7 MAT32821
12%° FCOMAT (37,1062} B ) MLT00422
(2o FlGMiT (//3Xes ¥R JIITI3NAL STORASE ELIVATION COST(PER UNIT ELEV)IMATRCS22
L/Z%e3um STIRAGEL G6sT wax HEIGHTY MATZL32¢
127~ FOGMAT (1Xe//7/13Kei04PI0C5 COSTH/13Xe10(1r=0s/ 906 DIAMETIR MATZC82S
1 uNIT IO03TCACCOR2ING TO CLASSYY maTCC326
129 S20MAT ([3+5KyaFllal) MATCC827
1237 FOPMET (/7 //23x 012 NGIES JATA/T2KellC1IHZ)e/ 430K MATOCHZY
L LAL7ATY I W /7935M° NQDZ T ELEVATIONPRESSURI s/ +33MATICE29
2% “Te ALLUWED 9o/ 960H LOADLMATICB3S
T L04C. wJADI LOADe L02D0S LOAD5,29M LJAD? LDADs LOADY LOADMATC233)
L . } B o . MATSC332
1300 FORMET (15%93F13e2) ) MaTGI833
1317 FOWMAT (IXaI395K0FTa1410(2%0FS01)) . MATOCE 3
1320 FOAMET (/77727 41am 3T2TIONS OBTA (/22X 418 (5R3)9///22R¢2IHRANGE MATIC33S
L0F 720yt HLINK LINK  LENGTH  =C= ALLOWAGLE CLASS.10X.Ma732836
2RAMIELITTZD+3n,a2nN0. NI (FY.) DIAMETIRS e10Xe9MDIMATRI33T
TAMITIRS /22X SIHIINCHIS) CINCHES)) “aT328348

1237 SORMLT (///7922v41T4CONSUMPTION JATA o/96H NODIZ27XoSHIGPYM) /410Xy MATZ28]9
leRfh  (0AJL  LJADT_ LJADI  LJAD4__ LOADS  LDAD6+33r  LOADT  MAT(O8el

3L0408 L3439 Lnadiny MATCG84)
1567 FAIMEAT (L1xel5,-ay17F8.2) , MATCCSAZ
1330 FOSMAT (3¢5 alollelMeeI3svcHIzemS5eC)) MATQZR4)
1330 FCORMAT (A(ISeFrelel2e73e50) o MATOG8 4
137, FCAMAT (34eS5F12.9) MATS 284S
1387 FOSMAT ([342F.lel0212) o o B . MAT2840
1397 FOIMAT (1ns20159FTei9F1ele2]l%0l603205F340) MATJC3~7
145" FORMAT (///79224¢427A INITIAL FLCw ZISTPIBUTION o/9=3M LINK LINK MATIS34d
1 L3AT: LaA32 LIAD: L3A0s LOACS LOAD&s3I3N  LOAC? LOAJAMATISRAT
2 LNed? LDAdil) MAT323%C
l1e1: FoAMAY (tae2lust5F W1) MATZIISE
1420 FNIMAT (1555.7) MAT2(832
1641 FCOMAT (2:Ke31m INITIAL TOTAL COST OF PUMP NOe9I2+29W CRITICAL MATZ 2483
L LOACING Wleol2¢/s12H CAPITAL $9FBel243m ENERSY $47342924H MAINMATGI83S
2TENANCT $4FB842) MAT2235%
1647 FYOMAT (O PUMP NJesl:el3H COST COEFFICIENTZoFB.2918H MAINTINANCE MATDI3S5s
ICCST=979,241 3% ZHIRSY COST39FB.2) MATS03S87
1852 FOPMAT (//3X43,4STAINGS OF PIPES FO4 PRESSURZ OR LOOP CONSTRATINTSMATI.3%8
19/ eBX a3 (1H=) 4/ IKenHFROM TO LOAD NUMBER ORDER OF SECTIONSMAT37833
251201 THNUMBIR JROLR OF 1 ,4//72X44IHNODE. NODE  NUM. CCNNECTZD BMATS 842
IETGEIN THI NOOIS,!4Xe26HPUMPES/VALVES STORAGES? MAT02861
18675 FOSMAT (1Xe313¢7XeR[44/22X9918) .. MATI0862
1472 FORIMAT (1H o13=L00P EQsSe) MATJ%863
14a¢ FOOMAT €14 9L3IM3OURCES ZQeSe) _ . . [, MATG9804
1492 FCAMEY (1M ¢1adPRISSURT Cde5ed MATICB6S
1500 FORMAT (1Heg5A96l0) MATG 0866
1817 FORMAT (lHeeB8I%e2T4) mAT30367
Kamac = T R e

CA sy

A
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1527 FORMAT (154 HIAD AT STURCL+]4el3W LOKER THAN WZAD AT NOCEeI4s3n BYMATOI086S
Lef 2ol ¢ 32HN0 He AU GAINS ON PATH CONSTRAINT.I84/412H EXIT CALLED) MaTI0363

1537 FCamaY (l.(8r NICeI39lrd=sl3)) MATSCBTS
1547 FORMAT (I2(4MHNPT( o129l Heelle2HIZ4I3)) MATD0871
1957 FORMAT (12(SHPPTR(4I342HIZZI3)) A MATOCBT2
196, FOPMAT (S24 CUMPUTATICN TIME FOR ZOMPUTING INTERAZTION ARRAYS«F8.4MATICATS
1) MATJCBT74
1379 FORMAT (1Xe////713%9i84 CONSTRAINTS JATA¢/10Xo1l7C(LHS)/5Xea1HNUMBEMATINETS
1 OCF DTCISION  VARIABLEIS v15¢/5X938HN0O. OF POSITIVE SLAMATI237s
2CK VARIABLIS ¢ 13¢/5Xe38HN0e OF NEGATIVE SLACX VARIAELES MAT 22877
3 oI%e/3X¢83H%3. OF ARTIFICIAL VARIABLES e IS e /SNy I1ANUMBMAT 378
«ZR OF PRISIURL ZQe5a 9159 /5K ¢ 31HMNUMBER JF Zd+¢S. dETEEN SOQURMATICATY
SCISel s/ 8x3iRNUMDEER OF LDOP EGeS. 2159 /5Xs31HNUMBER OF MATCO382
SLENGTH CONSTRATINIS 1 ISy /53X e 3ZHNUMBER OF STORAGE HEIGHT CONST*S.IMATOLS8:
TSa/78Ke T1HNIM3Z2 JF P MP CAPACITY CONSTTIC,154/9%X,32HNUMBER 2F LOOP MATI0332 2
3SLICK CDONSTRAINTSeISe/SXsZIHSIZE CGF COLF. MATRIX: RUMSs15eTIX,74MaTI0383
9CALUMNS3L13) o L - . MAT)Z 384
1351 FOnMAT (H(3H 30452 ¢2HYZ45H8.2)) MAT25885
139" FQOMAT (U(3M Cl2I3+2H)=,4G8.2)) MATCS 380
1637 FOPMAT (34 ACal3wlHes[3e2H)IzeFlleb) MATOC887
: o MAT228a8 ~
ENC MaT32983
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SUTROUTINE PUMCHK PUMISTOL

CCMMON /RUFIL/ J(85s4)41BCI125)4NOCI28)93(4543) PUMOO202

COVMMON /8MAT/Z AMAT(I1%,275) PUMOS033

_ COMMON /LOADCOL/ wJADCOLt&) A o PUNCUGJIs

COMMON /8A5GIC/ 13V(323)41PIVAIZS) PUMO5033

COMMOR /BUF12/ PITU123) +HF(AS43)4X(32%) PUMOCESE

' COMMON /PyvPA/ HPMIN(T) vrPMEA(S) ¢MINCSy3) s HMAX{ 94 3) ¢LPUMP (593 LPPUMIISCT

LUCRITCX) aiv dPUMP (3D +PML (5) yPUCLET () ePUMFHR(S43)ePVL(L) PUMaJLCE

. COMMIN /PPUMP/ PPUNP(3) PUMOC3Z 2%

' COvMMC /QPUMPY GPUMP(S43) . i PUMCCCLC

T CoMMOY /PUMPE/ PUMPE (%) PUM33I311

COMMON /PLMPY/ P UMBEFF ,POLGCOSTsPUMPMPCDTFF ymaTIENIPUMACRE 4 TIPCOSTRPUME 5312

COwHON /FATRIX/ NWRC &S NMCOLSeNMSLACK JNDVARS NIURINeMXLPIT PUMGZIL3

i COMMIN /NTIME/ MOIAZHGYNPUMCHK NFLOCHG o NROWPIV PUMIC3I14

COVMON /NUMBER/ MXFLOIITHNSsNGeNGINVLINPUMP o NSToNCLASS e %S0URCIyPSCAPUMGLGLS

1ne o o PUYMESOLE

! COMMON /MOUT/ “IUT,4IA PUNMISCIT

‘ S0MMON /STATLS/ ILPFCPMIZRADSIFLOSEL ILP PyMIOLs

’ INTEGZE Pmy PyMzI013

! NPIHMCMK =P PUMZ3s2Z:

! I2 21 ISleNPUMP PUMBCZZL

: JsLPYCRIT(]) o . ) } PyYMs 322

IF (LPJMP(I4Jda3T3.7) 6O TO 23 PUMZ1323

K2LOAaTCILtJIeLP ™Ry ud -] oL PUMEII24

ESTCOSTZPUCCIF(II o (((K)/PSCALLD) PUMGII2S

PUICOSTS18410ePUMACRF«(((2(PMLII) oJI*APIMP(L4Jd))ee 3o ((X(K)/PUMI2C24

1 POCALZ ) »rMINCL o) 300 o282)=((G(PML L) s J)eGPUMP (I 4J)/PRPUMP(I))we ,PUMIS2LT

2 AT e (MHINCIsddwe,542) ) ) ) PUM0D523

- PHZIST=PUMPMen ATIENCGIPML (L) gu) s QPUMP (T ¢ J) e {X(X)/P3ICALIS ) ePRPUMP(PUMICS29

1 117053 .0PYMaF (1)) T LBLLLERA

HPSPMCO5T/PUMPY PUM3 2131

ECOST=. T86¢2UMPHR([4J) ePORCOSTrRP . UM Ic32

ACCST2PUICOSTeRPPUMPLID SumMaeC3l

WRITE (MOUT20) T4SSTCOSTAACOST4PUICOST+PMCOSTVECOST yHP PUMGCI3e

IF (AC33T.lTel.I-2) 30 7O 23 PUM3L33S

IF (ABSC(ESTCITT-aCI3TI/ACCSTLTLPCIIFF)Y 6O 10 235 BUMGES 35

o PUMIS3T

Cesese :QUUIT 3UBGET #Je CIZFFICIENTS PUNMGL 3B

ot PUMC L3S

OLZ=PUCIEF(IY B PUMZS-C

IF (x(<)eGTeia=7) OPUCIZFLTI)=ACCST/Z(X(X) /P3CALE) PUMI (el

WRITE (MOUT44C) I40L04PUCOEF(L) PUMGEC42

OLC=(PUCOLF([)-0LD)/PSCALE PYM20243

Te2YIN, JARSONMLACKeNVUROW PJIMy 004>

IF CIRV(K)LGT,. ") I IVLIPVIK)) T, PUMILI4S

00 10 KKZ14N%S0n] PUMICIeS

AMAT (XK, X)ZAMAT(KKyR) e AMAT{KRyJARY )LD PUME2Ce7

H CONTINUE PUMSJe8

NOUUMCHK SNP Y HK+ ] PUMIOCa Y

ILPFORME2 i PUMOCISS

I CONTIACE PUMIIIaL

RTTYRN ) PUMDJGS2

o PUMZ2IS3

; 3" FOPMAY (04 PUMP HD.yl2s9M ZST COSTFH.2410M ACT COSTS¢F3.2¢14M CAPPUMILGSS

TITAL CO5T20FA.2e324 MALNT CCST2oFBe2¢13n ENERGY COSTZoFB.240H NPZ,PUNCICSS

FP .2} PUMOS0S6

a7 FOAMAT (1:M PL%P NJ. olZei¥M OLO COSFFICIENT= oF9.2018M NEW COEFFIPUMO0OS?

’ ICIENT =,F 3.2y el . PUMGEZSa

: c PUM00093

| N . PUMIGOSC
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SUBROUTINZ REPORY REPI2CCL
SMMON /BUFLL1/ D(8548) ¢IBCI125)eNIC325143(A5,413) RIPZII2
COMMON /BCVEC/ B(I2S)eCCI25) REPG2903
CONMON /E3/ THEGUII«ISER(3I¢ILIQUIDI oNQHEQUTI¢NGLEG(3 ) o NASETL(I) REPGGGGe
CI¥MON /PATHIZ NSTARTITS) WNFINISH(T3) ACpPIiCa3
CONMOK /PATH2/ PPTR(T3)NLOAD(T ) PEPITLS
COMWMON /NIDZ1/ PRIZ8e3)4SLVI2) REPCIJCTY
COMMON /NGDE2/ NPT (29431 ¢KREF(2343)+33URCI(S) REPTGGIS
COMMON ZULINK/ AL(AS)eZXCAVE(AS) 4w aS) s ICLASS(4S) oL INTOL(33)4NDIAMREPZICCY
1C45) o TAH(3 o1 1o [ONCA5) o IDX(45) REPIC. L.
CIMMCN /PIPE/ PIPE(MS) °gpPIalll
COMMON /3TORE/ STCOST(T)eSTHAX(T) REPLCICL2
COoMmMON /LJADCOL/ LOADCOL(Y? REPICLLS
COMMIN /3UFLZ/ PIZC125)4MF(6543)4X(325) AEPL LS
CCUMON /FLOA/ JDG(33)430043)ALFA(Y) ATPTCLS
COoMmMON /ZLCAD/ ZL3ADCS) SEPLCLLD
COVMZA /ZPIN/ ZPEMNCY) REPGLILY

SOMMON /PUMPA/S MPMIN(I) oHPMAXCS) gHMTIN( T 93D ¢HMAX (S o }) G LPUMP(S4T)LPRIP

TUCRITLZ) gNGPUMP (3) 4 PML(S) 4 PUCOIF(3) s PUMPHE(S,2)4PVLI(L) 2z
COIMMON /GPUMB/ JPUNP(343)
CSMMON /PUMPF/ PUMPF(3)

v T

sc

REIPZICZ:
COAMNN /PPUMP/ PPUMP (R’ REIPCCL22
COwMAN /#ETRIX/ NYPOWSeNMCOLSNMSLACKoNOVARSNBURIAJMXLALT rEPZTZY
CGUMON /PREQ/ NHEZQINSISeNLZGINPED PIPICI2e
COMMIN /PUMPY/ PUMPEFF 4POWUCOST 4PUMIM PCIIFF yWATLEN P UMACRF 9 TIPCQOSTREP &3
sNuMON /NUMBIR/Z MXFLOITHNSeNJsNGINVLINPUMP ¢NSToNCLASSeNSOURCE +PSCAEPLILI23
1LE REPSTL2T
COMMON /40UT/ MOUT.MIN azpe 23
COoMMAN /INATSZN/ TMATGEIN EP 23
CHMMON /$STATUS/ TLPFORM, [5RADe IFLISILILP AEPGLQLT

COMMON /CTIME/ TMATT o TNCTT o TFLOSeTLP T TLPFT,,TPUMT,T53RaTy TOLIAT, TSAVREPIZICIL
1T TFLOT REPCY
Covugn /FLOV/ JFLOCPCITFLOOP,ITFLO

COMMON /PRICE/ PIPACRF,PIPIMySTOACRF

INVIGIR PPTRYPIPE,PYLPML

CTUENTION AALCS), DOP(S)e LOMVPTRILID)

I (ILPef3eGeANI ILPFORMINI 414 ANCLIMATSINGEGSD) 6D 1D 13
WEITE (MOUT92~C) ((I4A(1))4I=isNMROWS)

WRITE (YCUT 4221 ((JeCUlUDIIeu=L o NMCOLT)

IF (IMATGENED.3) 50 TH 17

PETURN REPL T4}
WRTITZ (MOUT2562) TMATT (TNSTTTFLCSeTLAT TLPFTeTPUMT TIRATTOLIATTFRIPC 2262
LT T3AVT

CONTINUE

IF (UNITe11) 27937232

REWING 11

BUFFZ2 IN (1147) (D€141)92¢85,30)

CONTINUE

TF (UNIT9l2) 82,4%3423C

I 4IND 12 REPSI2S?

YUSFTA IN {1243) (PIZC1)eXE325)) REPCLOSY

#ATTE (MOUT,270) [TFLIOP REPOCLS2

CALL FLOSEL REPSGISY

CALL FLOCHS REPGLISe

00 40 J=1leNO REPGOCSS
CALL HCOMP () REPC2C3S

CINTTUE REPI(CS7

WRTITE (MOUTH280) REPQCOS3

TI=sLINCOL (LY =] REPCICHI

TOTALZ W% REPCCO6D

TQTPIM=3,: REPCICEL

S TIPRE 2 TN

Fiite S0 L8 ix by 2%

. ST & s & WA
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TOTPIC={.. REPGITE2
20 100 T=1eNS REPUCLHS
D0 70 J=Lls3 REPQYTEY
0Py, REPCZ263
aaLcyI=C. ACPICI6S
T CONTINUE REPCCCaY
KL=7 REPZ{0a04d
XK=ICLASS(D) REPLL0S?
90 33 J=1+Na ARZPGLCTI
LOMVPTRIJYIZLOADCOLI Y~ NIPUPR(J) *NVL*NBSEQ(J) =L RIPLIITY
A7 CONTTINUE REPCICT2
00 91 J=Ll NJIAM(D) RTPI2LTS
SSINTI(O(L4J)) REIPLIITe
{I=77+1 S
c
Ceeesa 42CAK QUT PIPC CAPITAL AND OPSRATING COS3TS 2CPICOTY
c AEPGRITY
SICOST=PIPACAF «(TAB(IDWKISIXTAVFIDI ) ex(I]) SIPI2LTy
PIMCOST=PIPIMeFLOAT(ID)«X{I1)/52%0. RIPICI8:
IF (X(IZ)eLTelaZ=5) GO TO 97 PEPCICSBL
LI SRS 2zencg8?
ABL(XL)=X(IT)
S0P (%XL)=D(IW)
TOT3L=TOTALSPICOST+PIMCOST
TOTPIC=TQTPIC«PICOST
TOTPIMRTOTPIM-PINCOST
= CONTINUE
<
CaeesePRINT OUT SICTINN NATA = [INCLUDING LINGTH OF STLECTEC SEZHMENTS
<

I WRITE (MOUTS291) PIPEC(I)ALLI)oC(D0P(UI ¢AALIUII4JITLs3)
' 12° CONTINUZ
WRITE (MOUT,385)
00 ill I=1sNS
WRITE (MOUT313) PIPECI) (LT ol obk=ioNG)
117 CONTINUE
WwRITE (MOUT#32)
50127 T=i,NS
WRTTE (MOUT4313) PIPS(INe(HF(Teld ol 31yNG)
123 CCHTIAUZ
WPITE (MOUT+331) TOTAL
WRITE (WOUT.34C) TITPIC
WRITE (MOUT3SL) TOTPIw
X=

~

CeveeePPINT 2037 FOX ADZITIONAL STORAGE ZLIVATION

< REPI LSS
SC2sT=". REPCT LD
TPUCAST=C. REPICLLC

IF (NST.ZQ.™) GO TL 480 pgac2llil

DC 130 I=IeNST REPLSLL2
X(I)=xXC1)/PSCALE X REPCILLT
SCCST=SCOST#STCOST(I e (1) e3TOALRF REPCZIlw
122 CONTINUE REPICILY
WRITE (MOUT36C) SCOST REPCIL1a
1642 1F (NPUMP.FQ.7) GO TO 183 REPCOLILT
WRITE (MOUT,L370) PEPCILLS

00 150 I=1.NPUNP RZIPSIII
JELPYCRITIT) PEPCI1Z?

IF (LPUMP(1,J).S347) G3 T2 135 REPCCL2L
K2L0ADCOL SIS LPUNMP(T,u) =1 REPIQL22

PUTIASTS 6 4i0ePOUMP ([ 1eOUMACRF el ({I(PMLIT) ¢u) e3P NPl Ul )we 48REPIZ12Y

T dn S ATl I AR S (€ b e te

e e




e ey e

-— - - - 9(l'J)=G(IvJ)‘l(LOAOCOL(J)°L=U"°(1vd)~1)/°SClLE

——- = - WRITS (MOUT 4870 Je(QUCed) 9K ieNPUNP)
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1 3)-((!((\/°SCALE)‘~”XN(I'J))".ébz)-((Q(PNL(X)'J)'QPUNP(Iod))--REPCZIZQ
< cATII R (HMIN(I ) ee,c42)) REPICL25
PMCISTSPUMOMa A TOSNCGIPNLIT) 4 J) #{X(K)/PSCALE) «3PUMP(ToJ) ePPUMP(PEPC 2125
! TSRS ePUNMPF(])) aepnCl2?
- “PTPMLGST/PYMPHM 2IP50123
TEISTIHPePCWCOSToOUMOHI(T4J) e, TS WLPTL123
R OTCNST=(PULICOST+PMCOSTSICOST) 2EPE313T
TOUCSST=TPULOST+PTCOST PIPCLLISL
WRITI (wQUT,342) 1ePTC ST GPUICISTPMCOSTLECOST 1P PEPGLLY2
15¢ CINTINUE REPLCLNY
- € - REPLZLYS
feeeesPOINT SUT PENALTY CIST (SR TWE guvwMy VARIABLFS) REPCTLIIS
- T FEPCCLIS
12~ TOTAL=TOTAL+SCCSTTPUCOST
WAITE (MNYT4332) TOTAL
.

. CeaeesCTMPUTE ANN BRINT ARTSULTS FOR NODZS

--- wPITE (MOUTeall)
IF (NHI2.3Te7) WPITE (MCUTy41C)
- - IF (NPUMP,IG.") 6D TO 197

c aIpPT le3
- Coeaaaiy4d JPTRATION DATA REPIC14s
< RIPLI1AT
- wATTE (MOUTedZ3) - REP:Z144
WRITE (MOUT+432) REPIL 143
06 193 JzieNQ REPSCLSL
00 170 I=i.NPywO AEPLLICY

—-———— Glled)ZHMIN(T )

1€ (LPUYO(1eJdeITel) GI TD 173
[ coNTINUE

19 CONTINUE
o -1€3 IF {NVLe.EQeT) S5 TO 210
[«
fewoseVALYT OPERSTION DATA
- WRPITZ (MOUT . a5()
WRITI (M3UT,a<2)
cim = - D0 290 lz1leNd
C1=LOANCOL (]I +NOPUMPI])
K32 L0L0COLCT I NOPUMP(T)eNVL~
AEITE (YIUT G487 ) Te (X 2)ad3x14X?
2.7 COANTINUT
St IF (NLT 24T JeT<ANDWMSES.T3eT) G0 7O 220

<
Coees - JYMMY VARIARLSS = OPERATIONAL 5TATUS
- € REPILLT2
ARITE (MOUT.a77) REPCC1TS
W3 [TZ (MOUT.283) ATPIILTe
247 CONTINJZ REPILLTS
1F (NST.LT.3) 50 T3 23¢ REPCC1TS
< RZIPCL177
CoeeeedlIITIANAL STORAGE ELEVATION RIPCILTY
(4 REPOLITI
WAITE (MOUT 4870 (I4I1=14NST) REPCCLE)
WRITE (MOUT %220 (X(JI9J2LNST) ACPIC L8
- - 232 CONTINUE REPO(182
o2 TURN REPCC 183
REPOT 194
267 FORMAT (3¢ R(s1%424)24G3.20) REPIC1BI
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220 FOIMAT (343K Cla[342M12453.20) REPGC1A5
2el FNORMAT (///4364 COQMPUYTATION TIME TITALI(TM SCCONDS) /4134 SUBROUTIREPC™187
IND MATGEIN oFBaie/y19M SUBROUTINZI NCTOP  oF3.84/513% SUBROUTINE FLOREPI(C1R4
ISTL oFR.49/4194 SUSROUTINI LP oF 3,49/ 194 SUBRQUTINI LPFORv ,7REPSC187
3384/ 9190 SUSAOUTINE PUMCHK o7 3eky/ 9194 SURRQUTINI GRAD sFBad e/ yRERPC 1Y)
8194 SUHRATUTING ClAMCHGeF3ave/ 9 iIM SUBROUTINDG FLCCHS oF3.44/419r SURZIPIZ1IL

SRRQUTINI SAVEQPT.FE,4) REPCCI92
270 FIRMAT (27xy25« $SOPTIMAL FLOW ITIRATION NCaelIl) REPZ219Y
2R, FCRMAT (///10Nel7m S$SOPTIMAL DIAMITERS/1IVyI9CLIH=)//2X435~8852C LPEPTC194

1ENGTH CIAML  LINGTHl 36K CDIAM2  LINSTHZ JIAMS LENGTH3IREP 22132

2 /2X4Y2% SIND FTa IN FTy3an N “T. REP.7195

3 INe Fle sXg/ 4 S58mmwee 1 {{FHmacvacaas)) RIPCCLL1SQT
235 FORMAT (LX42HIS+IZ44Xe10(F2.2)) vE€pPLN133
B0 FNRMAT (//722X 6224 SSLINK FLOWA DISTRIZUTION (GPM) /.34 $SLINC LREPIC199

194351 Loapz LO&t3 LIdDse L04acs LIa35e 22w L3427 L0asa Rgp{C2t.

S Loanc L2ap12? <l
TIC FOAMAT (IXeZ™$SelXsB8(F11a")92488) 92
T OROSMAT (///22X421% LINK 4240 LOSS (FTY 4/9997m LI%K L4 z3

1e Loang LCADs LOADS L3AgS LOAZ? L3408 o4

2C? Lza0:s) <3
332 FOFMAT (/luXeadlkM SSTOTAL TAUIVALINT ANNUAL PIPTLINI C35374Fl3eC) Zi2
JeZ FO2MAT (/2,824 SSCQUIVALTNT ANNUAL II0ILINE CAPITAL CJ33T,F13.l) 2s27

37 FORMAT (/2x442% SSANNUAL PIPTLINZ J&M 2237 sF13e2) AZPLZ2C3

357 FOPMAT (//12Xe8LH SSTOTAL ZOQUTVALINT AMNUAL STORASI ZO3T ,F12.0) REPIIZCI
372 FLRMAT (S{9 $EPUMP NGC. TOTAL CASLTAL MAINT INIRGY HP) RIPIH2ZLC
332 FOIMAT (Xm $341245F13542) REP.C21:
3SL FORMAT (Z'Xoe#&m SSTOTAL ZQUIVALEINT ANNUAL NETWORKING PIvALTY)I$F12,0EP07TZ12
1) . pIZplT2il
AT FORMAT (Axe///71SXe15H NOOZS DATA /2 Xel5C1RZ14/TXel3H NODZREPCZ214
1 NOaw=Xe HFITITIONG 3Ny THMIN/MAX 97X 9 1AHEXISTING JUAL/25X e SHLREPI 2213
20SSZSe4XelAHPREISSURTS ALLCWCD95Xe2IWPITSSYRT ACTIVITYe/) REPJIC21o
B10 FOIMAT (1M 21LHPRESSURE ZQ93.) RIPII217
027 FORMAT (//13XelUMAUMPS  ACTIVITY (ST)e/13Xsi5C1KH=)) AgPI213
AT FIRMAT (/eS{pM LCAD PYvP oy PUMP AyUmp SYMP ,52RIP ;L2172
1H  NO. NCel NGe2 NO.2 Nl et NO.3 NJe &2 REPIC2L)D

8L FOIMAT (/42X elH333T7395(3XsF5e1)92HES) REPSZ22L
457 FORMAT (//13X42 MRCAL VALYS  ACTIVITY/13X.15(1m=)) agpyc2al
NSI FOIMAT (/450H L7AD VALVE VALVE VAL VE vaLve #33REPCL22)
LHVALVE vaLvz VALVT VALVE VALVE VALVIo/9&1H  NORIPJ. Z28

Ze NCW1 N3a2 NCe2 Noed NO«3 e44rmNOS ARLPCCZ22D

3 NO o7 Ce0 NO.9 NCW12) ACPIg225
AT7 FOPMAT (//713Xe21HIUVMY vALVE ACTIVITY/13X425(1H=)) CEPLIL2T
4R FJIRMAT (/44SH LCaD SAURLE 3JyRCE SOURCE SOURCEV11mAIPTC223
i SCOURCTy/46ik  NO. NGel NDel NTel NJ e ee3n RPN
NGO RZIO. 230
837 FINMAT (/35X 33m ATDITIONAL STORAGE ILIVATIONS (FT)e/34¢23( =)/ iREPI_JIL
i2W STORAGI NGeoSAoliled REP 21
SII FN2WAT (/,.BM $340D070 ELEVATIONG1IFa.L) REPICZ32
REPCI23s

INC AIPL 1233

0

PR N DNTR Y RS 3 Y

AT it a nes

UYL ST
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SUHROQUTINT TRASE (LVEI«NENTERWLIADY
CIvUMIN /8UF 1/ 2(&1'6}-I6C(125)'Ndl325P-0f4511)
COMMON /AMAT/ AMAT(LCC4275)
CoMMON /BCvEC/ ?('25)vC(325)
COMMAN /INTERZ L QPTRETI),LIIMIIZT)
COMMON /37 THSQUIIISIQETIILICII)oNIHIIC( I P NGLETCS) »NASTI(S)
coMMON /PATHL/ MSTART(T73) «NFINISH(TI)
COMMQN /PATH2/ PRTRITI) ¢NLOADITS)
COMMON /NCDEL/ PR(2341),ELV(2R)
COMMON /NCIES/ NPT(29.2) W NREF (2B 1) ,5JUACIIS)
Al L ISRV AR N 9 AL(&E)'ixcﬂvf(li)‘nd(kf)vZCLASS(Qi)-LZHCJL(“S)'NQI
1(A5) 4 TA&-{3Eai) e IDNCaS)IDX(43)
Tomwen /8a510/ TAVI323),1PIVILI25)
COMMON ZFLA/ TART) ¢ G0(R3)eALF ALY
COMMON /9RSCHSG/ =z INDT L2 W 2ZLRHS(L D)
ChEMSN /Nv8ER/ MXELOIT oNSoNUsN B NVL » NPUMP gNST 3 NCLASS ¢NQUYCI4°3
LLE

LTMMCN /YATRIX/ NMRGWS e NMCOLSeNMSLACK o ¥DVAIS o NHUR DWW MXLAIT
CIMumaN .7A7u°l ILPFORMVISRAD IFLISELY ILP
CaMmMNN 2807 IHTIR»ICGel3EG3eG2ZMNCISTISIMPIRALPHL,[ALPICAIT
ToUMQON /“OUT/ MOUTeMIN
SOMMDN JPREGS N H3STGNLIQeNPED
SAMMON /NPHSCHG/ MPH3CMG
INTZGIR E£IPTR,PPTRWHIING
WRITE (40UT T7) LILONFINISHILVIG) $oNINTIRWLVEG
ILoFnaM=C
e CHAT3T CATTSICTINT 4ATUX
Ki2PPTPU(LYIQ)~]
K22PPTRILYTGI*NI(OOTYRILVED))
o0 40 J=l.’

TF (Je %e2) X1zTAGTINPTR(NINTERWLIAD )L

IF (JeZned} Ko=IABS (NP TR ININTERILOAZIISNOITIABS(NPTRINENTER,LO

: 1N

LRSS E1 SN
LINXK=I4a5(N3C1))
SNSFLIATCLINKINNDCID) 1o GCLINRLIAD)ZABT(GILINKLIAZ))?
NUMLZLINCOLILING
UMD ZNUMI eND JAMELTINK )Y -

rra

Ti=,

SN 1T NUMINUY WNUMD
1lzilel
IF (IBVINUM)YGT ) I3IVLIdv(NIMIYe
CZL-EL\"((-:)"J"SM‘X'.‘7.'((u‘Lx“OLFAA)’hl(LK“R))"

M IE2Y/ (LI 1TV e0a,a3T)

{ART=NDVAPSeWSLACK L vED
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GLOSSARY

This glossary defines the symbols used in this paper includ-
ing where applicable the units of measurement. The section or
Appendix where the symbol is introduced is given in parenthesis fol-

lowing the definition.
Ak--the cross-sectional area of link k (square inches) (3.3.4.1)
ai--the constants used to define sets on the real line (5.4.3)

a--the maximum step length in the detailed design solution algorithm

(GPM) (5.5.2.7)
1k--the maximum step length at iteration k (GPM) (5.5.2.7)

amin--the step length below which the detailed design solution

algorithm terminates (GPM) (5.5.2.8)
B-~the linear program basis matrix (5.5.2.6)

BMAX--the maximum budget level (dollars) (5.3.2.6.4)

bi--the external flow at node i (GPM) (1.1.4)
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65—-the cost vector of the linear program basic variable (5.5.2.6)
CE—-the cost of electricity per kilowatt-nr (dollars) (5.3.2.6.3.2.1)
Ck--the total capital cost of link k (dollars) (3.3.5.1)

CCP(Q)"the optimal objective value of the complementary convex pro-

gram with flow distribution Q (5.5.2.1)
CFR--the capital recovery factor (5.3.2.6.2)

Cij--the total equivalent uniform annual cost per foot for install-

ing a segment of diameter je Sk (dollars/foot) (3.2.2.1)

ck-—the total estimated cost of installing redundant link k in the

system at minimum diameter (dollars) (4.4.1.1)

ckj--the total estimated cost of installing candidate diameter redun-

dant link jecS, (dollars) (4.4.2.1)

k
E&--the reduced cost of the j th linear programming variable

(3.5.2)

D--the link diameter (inches) (1.1.3)

od BRI AN D -

Dk--the diameter of link k {inches) (1.1.4)
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*
Dk--the optimal link diameter for link k (inches) (Appendix C)

D .--the jth candidate diameter for link k where jcS§S

] {inches)

k
(3.3.2.1)

DNODE--the set of demand nodes (3.2.2.7)

di--the minimum total redundant link capacity required to cover the

failure of primary link i (GPM) (4.4.2.1)

5-method--one of the two principal methods of separable programming

(3.3.5.2)
‘ ADk-—the change in diameter for link k (inches) (4.4.4)
E--the general symbol for energy (ft-1b or kw-hr) (1.1.2) |

EL--the vertical distance (elevation) above a fixed datum plane

' (feet) (1.1.2)

.

ELi—-the elevation at node i (feet) (1.1.2)

Y e,

EQCAPi--the average excess primary link flow capacity available from

LSS N

the alternate source in case of failure of primary link i

(GPM) (4.4.4)

-
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EUAC--the equivalent uniform annual costs (5.3.2.6.2)
g'--the thickness of the pipe wall (inches) (1.1.3)

e e. .--the discrete valued constants used in defining the con-

ik’ Tikj
straint matrix for the set (Problem P6) and flow (Problem P7)

models (4.4.1 and 4.4.2)

2 az--the constants used as stopping criteria for the Hardy Cross

balancing method (1.2.1)

AENERGY--the estimate of the external energy which must be added to
the system to attain minimum normal nodal pressure levels

(feet) (3.4)
F--the feasible region of the MAXWMIN problem (Problem P12) (5.3.3.2)

f'--the dimensionless friction factor in the Darcy-Weisbach rational

friction loss formula (1.1.3)

£f0), f..0), ?&( )--general arbitrarily defined real valued

iL

functions
Gi--the gradient for loop i (5.5.2.7)

GMAXk--the largest absolute value of Gi at iteration k (5.5.2.7)

Ra7 2
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GPM--the abbreviation for gallons per minute (1.1.3)

GRAPH--an undirected graph (3.3.1)

2
)

g'--the gravitational constant (ft/sec”) (1.1.2)

g( ), gik( ), g( )--general arbitrary real valued functions (3.3.5.2)
y--the specific weight of a fluid (1b/ft3) (1.1.2)

Hi--the head at node i (feet) (3.2.2.1)

Hi(z)--the head at node i under loading condition & (feet)

(5.3.2.1)

AHi--the change in head at node i during application of the nodal

form of the Hardy Cross method (feet) (1.2.1)
AHF--the frictional head Toss on a link (feet) (1.1.2)
AHFk--the frictional head loss on link k (feet) (1.1.4)

*
AHFk--the optimal frictional head loss on 1ink k (feet) (Appen-
dix C)

AHFk(z)--the frictional head loss on link k during loading &

(feet) (5.3.2.1)

—————-
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HMINi--the minimum head at node 1 (feet) (3.2.2.1)

HMINj(l)--the minimum head at node i under loading 2 (feet)

(5.3.2.1)
HPk--the horsepower of pump k (horsepower) (5.3.2.6.3.2.1)
HPMAXk--the maximum horsepower qf pump k (horsepower) (5.3.2.5)
HPMINk--the minimum horsepower of pump k (horsepower) (5.3.2.5)
HW--the dimensionless Hazen-Williams roughness coefficient (1.1.3)
Hwk--the Hazen-Williams roughness coefficient for link k (1.1.4)
hi(ﬁ)--a general nonlinear function (1.2.1)
[--the interest rate on funds (5.3.2.6.2)
inf--the infimum of a function (5.4.3)

Jk--the hydraulic gradient for link k , i.e., head loss per unit

length of pipe (3.3.4.1)

kJj
(Appendix C)

R R £t o

*
J, .--the optimal hydraulic gradient on the j th segment of link k
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*

kaq--the optimal hydraulic gradient on the j th segment of link k

on loading 2 (Appendix C)
J--a uniform hydraulic gradient (3.3.4.1)

JACk--the Jacobian matrix at iteration k of the Newton-Rhapson

method (1.2.2)

K--the general multiplicative constant in the empirical frictional

head loss equation (1.1.3.)

Kk--the constant multiplier for frictional head loss in link k

(1.1.4)

Kkj--the constant multiplier for frictional head loss on segment

jes, onlink k (5.3.2.1)

Kk--constant multiplier used in development of nonlinear minimum

cost flow model (3.3.5.1)
L--the link length (feet) (1.1.3)

Lk--the length of link k (feet) (1.1.4)

LC;--the set of loops which have Tinks in common with loop i

(5.5.2.7)
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LE--the set of emergenc} loading conditions (5.3.3.2)
LINK--the set of links in the distribution system (3.3.1)
LN--the set of normal loading conditions (5.3.3.4)
LOOPi--the set of Tinks in loop i (1.1.4)

LOOPi(l)--the set of links in Toop 1 under loading conditions 2

(5.3.4)

LPij--the length of the Jj th path from the source to node i in
the shortest path tree model (feet) (3.3.4.1)
Zc --the critical loading condition for pump k (5.3.2.6.1.2)
k

2., 2,--the dimensionless constants used in defining the capital

1° 72
pump cost function (3.3.5.1)

13--a dimensionless constant used in development of the nonlinear

minimum cost flow model (3.3.5.1)

24, 25, %.--the dimensionless constants used in defining the capital

6
pump cost function (5.3.2.6.1.2)

A-method--the method of separable programming used to solve the non-

linear minimum cost flow model (3.3.5.2 and Appendix B)
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A'--the expected number of link failures per foot of pipe per year

(4.3.2)

A;j--the weight used in the proof of THEOREM II (Appendix C)

M--the number of decision variables in the separable program

(Appendix B)

M' (GRAPH)--the tree matrix used to count the number of spanning trees

in a graph (3.3.1)

MAXFLOIT--the maximum number of flow iterations in the detailed

design solution algorithm (5.5.2.8)

MAXIMB--the maximum head imbalance in the Hardy Cross method (Appen-

dix A)

MAXMIN--the objective function to maximize the minimum nodal head

over all emergency loading conditions (5.3.3.1)

MAXWMIN--the objective function to maximize a weighted sum of the
minimum nodal heads over all emergency loading conditions.

This term also refers to Problem P12. (5.3.3.1)

MAXWNODE--the objective function to maximize a weighted sum of nodal

heads over all emergency loading conditions (5.3.3.1)
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MINCOST--the objective function to minimize equivalent uniform

annual costs. The term also refers to Problem P13 (5.4.2)

m--the dimensionless constant exponent for the diameter in the

empirical frictional head loss equation (1.1.3)
m;j--the i,j element of M’ (GRAPH) (3.3.1)
N--the number of equations in a system of equations (1.2.1) ; 1
NLINK--the number of 1links in the distribution system (1.1.4)
NLOAD--the number of loadings (Appendix C)

NLOOP--the number of independent loops in the distribution system

(1.1.4)

v 3 S

NLOOP(2)-~-the number of active loops under loading condition &

(5.3.4)

NNQDE--the total number of nodes in the distribution svstem (1.1.4) !

NODE--the set of nodes in the distribution system (3.3.1) )

2 Ot AL O

NPi--the number of tree paths from the source to node 1 in the

shortest path tree model (3.3.4.1)
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NPPUMPk--the number of identical parallel pumps composing pump K

(5.3.2.6.1.2)
NPUMP--the number of pumps in the distribution system (3.2.2.1)
NSOURCE--the number of sources (5.3.2.2)

NST-~the number of elevated storages in the distribution system

(3.2.2.1)

NYEAR--the economic 1ife of an item of capital equipment (years)

(5.3.2.6.2)
ﬁk--the pump-motor efficiency of pump k (5.3.2.5)
n--the exponent of Q 1in the empirical head loss equation (1.1.3)
01--the set of Tinks with flows leaving node i (1.1.4)
Q--a closed, bounded set (3.3.5.1)

PATHsi--the set of links, pumps, and storages on the path from

source node s to demand node i (3.2.2.1)

PENkz--the penalty coefficient used in the quadratic programming

problem, Problem P18 (Appendix C)
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PHMINk--the minimum head for pump k (feet) (5.3.2.5)
PHMAXk--the maximum head for pump k (feet) (5.3.2.5)

PL--the set of links in the core tree (3.2.2.1)

PL--the set of non-tree or candidate redundant 1links (3.2.2.1)

ELk--this term used to identify a specific subset of non-tree links

(4.4.3)

PU [XPk(ch), QPk(lck)]-~the total equivalent uniform annual capital

and operating cost for pump k (dollars) (3.2.2.1)

1--*4e dimensionless constant which is the ratio of the circumfer-

ence of a circle to its diameter (3.3.2.1)
f = (n], ...)--the vector of dual variables (5.5.2.6)
p--the fluid pressure (1b/ft2) (1.1.2)
pi--the fluid pressure at point i (1b/ft2) (1.1.2)
Q--the flow rate (GPM) (1.1.3)
Qk--the flow rate on link k (GPM) (1.1.4)

Qk(l)--the flow rate on link k on loading 2 (GPM) (5.3.2.1)

e
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Q= (Q], RN QNLINK)--the link flow distribution vector (GPM)

(5.5.2.1)

h

Qk--the 1ink flow distribution vector at the kt iteration of the

detailed design solution algorithm (5.5.2.7)

QE--the initial estimate of flow on link k for the linear theory

balancing method (1.2.3)
Q;--the optimal flow on link k (GPM) (5.5.4)

Qk --the expected flow on link k after failure of pirmary link i
i
(GPM) (4.4.4)

QMAXk--the flow capacity of link k (GPM) (3.3.4.1)
5k--the average daily flow rate on link k (GPM) (4.3.1)
AQi--the flow change on loop i (GPM) (1.2.1)

AQ = (AOI’ e AQNLOOP)--the vector of loop flow changes (GPM)

(5.5.2.1)

Aﬁk--the vector of loop flow changes at the kth iteration of the

detailed design solution algorithm (GPM) (5.5.2.7)
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AQMINk-—the minimum loop flow change at iteration k used in the

detailed design solution algorithm (GPM) (5.5.2.7)
QPk--the flow through pump k (GPM) (3.2.2.1)
QPk(l)--the flow through pump k under loading 2 (GPM) (5.3.2.5)
R--used to define a specific convex set (5.4.3)
Re--the dimensionless Reynolds number (1.1.3)

RMAX--the maximum resistance which a valve can provide (feet)

(5.6.4.3.3)

ri--the minimum number of redundant links required to cover the

failure of primary link i (4.4.1.1)
Sk--the set of candidate diameters for link k (3.2.2.1)

SHMAX, --the maximum height storage k may be elevated (feet)

k
(5.3.2.4)

SNODE--the set of source nodes (3.2.2.1)
.th
SOURCEj--the J° source (4.4.4)

STCk--the equivalent uniform annual cost per foot for e]eVating

storage k (3.2.2.1)

[P
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SSPi--the set of primary links on the source-to-source path from

the alternative source to primary link i (4.4.4)

SV--the salvage value ratio for an item of capital equipment

(5.3.2.6.2)
Ti--the set of 1inks with flows entering node i (1.1.4)

ti--the expected repair time for repairing failure of primary

link i (minutes) (4.3.1)

U--the load factor for computing the pump energy usage

(5.3.2.6.3.2.1)

ui--the expected unsatisfied demand resulting from each failure

of primary link i (gallons) (4.3.1)

Ei--the expected annual unsatisfied demand resulting from failure

of primary link i (gallons) (4.3.2)
V--the velocity of water flow (ft/sec) (1.1.2)
Vk--the velocity of water flow on link k (ft/sec) (1.1.2)

wQ--the weight assigned to emergency loading & in the MAXWMIN

problem (5.3.3.2)

L
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X--the general set of decision values in a mathematical programming

problem (5.3.3.2)

Xij-—the length of pipe of diameter sSk to install on link k

(feet) (3.2.2.1)
XP--the head 1ift provided by a pump (feet) (1.1.2)
XP --the head 1ift provided by pump k (feet) (3.2.2.1)

k

XPk(l)——the head 1ift provided by pump k on loading 2 (feet)

(5.3.2.1)
XSk--the height to elevate storage reservoir k (feet) (3.2.2.1)
XVI, XV}--the resistance provided by valve i (feet) (5.5.2.6)
x--a general one dimensional real variable (5.4.3)

.)--a general vector of real variables (1.2.1)

x;--a single component of the vector X (1.2.1)

Qk--the value of x at iteration k (1.2.1)
~k . A : .

AX --the change in x at iteration k (1.2.1)

ij--the change in xj € X (1.2.1)
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Ax?——the change in x?s ;k at iteration k (1.2.2)
y;--a general 0-1 decision variable (3.2.2.1)
yij--a general 0-1 decision variable (3.3.4.1)

9}-—a discrete valued variable (4.4.4)

z--the objective function value for a mathematical programming

problem (3.2.2.1)

z*, z**--the optimal objective function value for a mathematical

programming probliem (3.2.2.2)

zz--the value of the minimum nodal head on emergency loading 2

(5.3.3.2)

Az--the change in objective function value (3.5.2)
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